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Abstract. In this paper, we investigate the generalized Hyers-Ulam stability of reciprocal difference and
adjoint functional equations in paranormed spaces by direct and fixed point methods. We also provide
examples for nonstability.

1. Introduction

An interesting and famous talk presented by S.M. Ulam [39] in 1940, triggered the study of stability
problems for various functional equations. In 1941, D.H. Hyers [10] was the first mathematician to present an
affirmative partial answer to the question of S.M. Ulam. In 1950, T. Aoki [1] generalized the Hyers’ theorem
for additive mappings. In 1978, Th.M. Rassias [37] provided a generalization of Hyers’ theorem by proving
the existence of unique linear mappings near approximate additive mappings. In 1982, J.M. Rassias [28]
gave a further generalization of the result of D.H. Hyers and proved by theorem using weaker conditions
controlled by a product of different powers of norms. P. Gavruta [9] obtained generalized result of Th.M.
Rassias’ theorem which allows the Cauchy difference to be controlled by a general unbounded function. In
2008, J.M. Rassias [29] introduced mixed type product-sum of powers of norms. Beginning around the year
1980, the stability problems of a wide class of functional equations and approximate homomorphisms have
been extensively investigated by a number of authors and there are many interesting results concerning
this problem (see [3], [5], [9], [6], [10], [11], [12], [38]).

In 1996, Isac and Th.M. Rassias [12] were the first to provide applications of stability theorem of
functional equations for the proof of new fixed point theorems with applications.

Usually, the stability problem for functional equations is solved by direct method, in which the exact
solution of the functional equation is explicitly constructed as a limit of a (Hyers) sequence, starting from
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the given approximate solution ([2], [4], [11], [13], [14]).
K. Ravi and B.V. Senthil Kumar [30] investigated the Hyers-Ulam stability for the reciprocal functional

equation

f (x + y) =
f (x) f (y)

f (x) + f (y)
(1)

where f : X→ Y is a mapping in the space of non-zero real numbers. The reciprocal function f (x) = 1
x is a

solution of the functional equation (1).
K. Ravi, J.M. Rassias and B.V. Senthil Kumar ([31], [32]) investigated the generalized Hyers-Ulam

stability of the reciprocal difference functional equation

f
(x + y

2

)
− f (x + y) =

f (x) f (y)
f (x) + f (y)

(2)

and the reciprocal adjoint functional equation

f
(x + y

2

)
+ f (x + y) =

3 f (x)1(y)
f (x) + f (y)

(3)

in the spaces of non-zero real numbers using fixed point method and direct method.
K. Ravi, J.M. Rassias and B.V. Senthil Kumar [33] obtained the generalized Hyers-Ulam stability for

the generalized reciprocal functional equation

f


m∑

i=1

αixi

 =

∏m
i=1 f (xi)∑m

i=1

[
αi

(∏m
j=1, j,i f (x j)

)] (4)

for arbitrary but fixed real numbers (α1, α2, . . . , αm) , (0, 0, . . . , 0) so that 0 < α =
∑m

i=1 αi , 1 and f : X → Y
with X and Y are the sets of non-zero real numbers.

K. Ravi, E. Thandapani and B.V. Senthil Kumar [34] proved the generalized Hyers-Ulam stability for
the reciprocal type functional equations

f ((k1 − k2)x + (k1 − k2)y) =
f (k1x − k2y) f (k1y − k2x)

f (k1x − k2y) + f (k1y − k2x)
(5)

where k1 and k2 are any integers with k1 , k2 and

f ((k1 + k2)x + (k1 + k2)y) =
f (k1x + k2y) f (k1y + k2x)

f (k1x + k2y) + f (k1y + k2x)
(6)

where k1 and k2 are any integers with k1 , −k2.
Recently, Ch. Park and D.Y. Shin [26] proved the Hyers-Ulam stability of the Cauchy additive

functional equation

f (x + y) = f (x) + f (y), (7)

the quadratic functional equation

f (x + y) + f (x − y) = 2 f (x) + 2 f (y), (8)

the cubic functional equation

f (2x + y) + f (2x − y) = 2 f (x + y) + 2 f (x − y) + 12 f (x) (9)
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and the quartic functional equation

f (2x + y) + f (2x − y) = 4 f (x + y) + 4 f (x − y) + 24 f (x) − 6 f (y) (10)

in paranormed spaces.
C. Park [27] proved the Hyers-Ulam stability of an additive-quadratic-cubic-quartic functional equa-

tion

f (x + 2y) + f (x − 2y) = 4 f (x + y) + 4 f (x − y) − 6 f (x) + f (2y) + f (−2y) − 4 f (y) − 4 f (−y) (11)

in paranormed spaces using the fixed point method and direct method.
The stability problem for the Jensen’s functional equation using direct method and fixed point tech-

nique, Pexiderized quadratic functional equation, fuzzy stability of cubic functional equation and stability
of cubic functional equation were considered in ([19], [20], [21], [22] and [25]), respectively, in the intuition-
istic fuzzy normed spaces.

For notational convenience, let us define

R1 f (x, y) = f
(x + y

2

)
− f (x + y) − f (x) f (y)

f (x) + f (y)

and

R2 f (x, y) = f
(x + y

2

)
+ f (x + y) − 3 f (x) f (y)

f (x) + f (y)
.

In this paper, we apply direct method and fixed point method to investigate the generalized Hyers-
Ulam stability of the functional equations

R j f (x, y) = 0 for j = 1, 2 (12)

in paranormed spaces. We also provide counter-examples for non-stability.

2. Preliminaries

In this section, we recall basic facts concerning Fréchet spaces and fundamental results of fixed point
theory.

The concept of statistical convergence for sequences of real numbers was introduced by Fast [7] and
Steinhaus [36] independently and since then several generalizations and applications of this notion have
been investigated by various authors (see [8], [15], [23], [24], [35]). This notion was defined in normed
spaces by Kolk [16].

Definition 2.1. [40] Let X be a vector space. A paranorm P : X→ [0,∞) is a function on X such that

(1) P(0) = 0;
(2) P(−x) = P(x);
(3) P(x + y) ≤ P(x) + P(y) (triangle inequality);
(4) If {tn} is a sequence of scalars with tn → t and {xn} ⊂ X with P (xn-x)→ 0, then P (tnxn-tx)→ 0 (continuity of

multiplication);
The pair (X,P) is called a paranormed space if P is a paranorm on X.

(5) P(x) = 0 implies x = 0.

A Fréchet space is a total and complete paranormed space.

Definition 2.2. Let A be a set. A function d : A × A → [0,∞] is called a generalized metric on A if d satisfies the
following conditions:

1. d(x, y) = 0 if and only if x = y;
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2. d(x, y) = d(y, x) for all x, y ∈ A;
3. d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ A.

We note that the only one difference of the generalized metric from the usual metric is that the range of
the former is permitted to include infinity.

The following theorem is very useful for proving our main results which is due to Margolis and Diaz
[17].

Theorem 2.3. [17] Let (X, d) be a complete generalized metric space and let J : X → X be a strictly contractive
mapping with Lipschitz constant L < 1. Then for each given element X ∈ X, either

d
(
Jnx, Jn+1x

)
= ∞

for all non-negative integers n or there exists a positive integer n0 such that

1. d
(
Jnx, Jn+1x

)
< ∞ for all n ≥ n0;

2. the sequence {Jnx} converges to a fixed point y∗ of J;
3. y∗ is the unique fixed point of J in the set

Y = {y ∈ X|d (
Jn0 x, y

)
< ∞};

4. d
(
y, y∗

)
< 1

1−L d(y, Jy), for all y ∈ Y.

Throughout this paper, let (X,P) be a Fréchet space and that (Y, ‖.‖) be a Banach space. In the following
results, we assume that x , 0, y , 0, y , −x, f (x) + f (y) , 0.

3. Generalized Hyers-Ulam stability of functional equations (12): Direct Method

In this section, we investigate the Gavruta stability (see [9]), for the reciprocal difference and adjoint
functional equations (12), for j = 1, 2 and present the Th.M. Rassias stability (sum of powers of norms)
(see [37]), J.M. Rassias stabilities (product of powers of norms and mixed-type product-sum of powers of
norms) ([28], [29]) in the consequent Corollaries.

Theorem 3.1. Let φ : Y × Y→ [0,∞) be a function satisfying

∞∑

i=0

2iφ
(
2ix, 2iy

)
< +∞ (13)

for all x, y ∈ Y. If a function f : Y→ X satisfies the functional inequality

P
(
R j f (x, y)

)
≤ φ(x, y) (14)

for all x, y ∈ Y, j = 1, 2, then there exists a unique reciprocal mapping r : Y→ X which satisfies (12), for j = 1, 2 and
the inequality

P( f (x) − r(x)) ≤ 2
∞∑

i=0

2iφ
(
2ix, 2ix

)
(15)

for all x ∈ Y.
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Proof. Replacing (x, y) by (x, x) in (14) and multiplying by 2, we get

P( f (x) − 2 f (2x)) ≤ 2φ(x, x) (16)

for all x ∈ Y. Now, replacing x by 2x in (16), multiplying by 2 and summing the resulting inequality with
(16), we obtain

P
(

f (x) − 22 f
(
22x

))
≤ 2

1∑

i=0

2iφ
(
2ix, 2ix

)

for all x ∈ Y. Proceeding further and using induction arguments on a positive integer n, we arrive

P
(

f (x) − 2n f (2nx)
) ≤ 2

n−1∑

i=0

2iφ
(
2ix, 2ix

)
(17)

for all x ∈ Y. Hence for any non-negative integers l, k with l > k, we obtain by using the triangle inequality

P
(
2l f

(
2lx

)
− 2k f

(
2kx

))
≤ P

(
2l f

(
2lx

)
− f (x)

)
+ P

(
f (x) − 2k f

(
2kx

))

≤
l−1∑

i=0

2iφ
(
2ix, 2ix

)
+

k−1∑

i=0

2iφ
(
2ix, 2ix

)

≤
l−1∑

i=k

2iφ
(
2ix, 2ix

)
(18)

for all x ∈ Y. Taking the limit as k → +∞ in (18) and considering (13), it follows that the sequence
rn(x) = {2n f (2nx)} is a Cauchy sequence for each x ∈ Y. Since X is complete, we can define r : Y→ X by

r(x) = lim
n→∞

2n f (2nx) . (19)

To show that r satisfies (12), for j = 1, 2, replacing (x, y) by
(
2nx, 2ny

)
in (14) and multiplying by 2n, we obtain

P
(
2nR j f

(
2nx, 2ny

)) ≤ 2nφ
(
2nx, 2ny

)
(20)

for all x, y ∈ Y, for all positive integer n and for j = 1, 2. Using (13) and (17) in (20), we see that r satisfies
(12), for all x, y ∈ Y, for j = 1, 2. Taking limit n→ ∞ in (17), we arrive (15). Now, it remains to show that r
is uniquely defined. Let R : Y→ X be another reciprocal mapping which satisfies (1.12) for j = 1, 2 and the
inequality (15). Then we have

P(r(x) − R(x)) = P (2nr (2nx) − 2nR (2nx))
≤ P

(
2nr (2nx) − 2n f (2nx)

)
+ P

(
2n f (2nx) − 2nR (2nx)

)

≤ 4
∞∑

i=0

2n+iφ
(
2n+ix, 2n+ix

)

≤ 4
∞∑

i=n

2iφ
(
2ix, 2ix

)
(21)

for all x ∈ Y. Allowing n→∞ in (21), we see that r is unique, which completes the proof of Theorem 3.1.

Theorem 3.2. Let φ : Y × Y→ [0,∞) be a function satifying

∞∑

i=0

1
2i+1

φ
( x

2i+1
,

x
2i+1

)
< +∞ (22)
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for all x, y ∈ Y. If a function f : Y→ X satisfies the functional inequality (14), for all x, y ∈ Y, for j = 1, 2, then there
exists a unique reciprocal mapping r : Y→ X which satisfies (1.12), for j = 1, 2 and the inquality

P( f (x) − r(x)) ≤ 2
∞∑

i=0

1
2i+1

φ
( x

2i+1
,

x
2i+1

)
(23)

for all x ∈ Y.

Proof. The proof is obtained by replacing (x, y) by
(

x
2 ,

x
2

)
in (14), for j = 1, 2 and proceeding by similar

arguments as in Theorem 3.1.

Corollary 3.3. Let f : Y→ X be a mapping and let there exist real numbers α , −1 and c1 ≥ 0 such that

P
(
R j f (x, y)

)
≤ c1

(‖x‖α + ‖y‖α) (24)

for all x, y ∈ Y, for j = 1, 2. Then there exists a unique reciprocal mapping r : Y→ X satisfying (12), for j = 1, 2 and

P( f (x) − r(x)) ≤


4c1
1−2α+1 ‖x‖α for α < −1

4c1
2α+1−1‖x‖α for α > −1

(25)

for every x ∈ Y.

Proof. Case (i). Let α < −1.
Replacing (x, y) by (x, x) in (24) and multiplying by 2, we get

P( f (x) − 2 f (2x)) ≤ 4c1 ‖x‖α (26)

for all x ∈ Y. Now, replacing x by 2x in (26), multiplying by 2 and summing the resulting inequality with
(26), we obtain

P
(

f (x) − 22 f
(
22x

))
≤ 4c1

1∑

i=0

2i(α+1) ‖x‖α

for all x ∈ Y. Proceeding further and using induction arguments on a positive integer n, we arrive

P
(

f (x) − 2n f (2nx)
) ≤ 4c1

n−1∑

i=0

2i(α+1) ‖x‖α

≤ 4c1

∞∑

i=0

2i(α+1) ‖x‖α

≤ 4c1

1 − 2α+1 ‖x‖
α (27)

for all x ∈ Y. In order to prove the convergence of the sequence {2n f (2nx)}, we have if n > m > 0, then

P
(
2n f (2nx) − 2m f (2mx)

)
= 2mP

(
2n−m f (2nx) − f (2mx)

)

holds for all x ∈ Y and n,m ∈N. Setting 2mx = y in this relation and using (27), we obtain

P
(
2n f (2nx) − 2m f (2mx)

)
= 2mP

(
2n−m f (2n−my) − f (y)

)

≤ 2m 4c1

1 − 2α+1 ‖y‖α

≤ 2m(α+1) 4c1

1 − 2α+1 ‖x‖
α (28)



K. Ravi, J.M. Rassias and B.V. Senthil Kumar / FAAC 5:1 (2013), 57–72 63

for all x ∈ Y. As α < −1, the right-hand side of (28) tends to 0 as m → ∞. This shows that the sequence
rn(x) = {2n f (2nx)} is a Cauchy sequence for each x ∈ Y. Since X is complete, we can define r : Y → X by
r(x) = lim

n→∞
2n f (2nx) . Letting n→∞ in (27), we arrive

P( f (x) − r(x)) ≤ 4c1

1 − 2α+1 ‖x‖
α (29)

for all x ∈ Y. To show that r satisfies (12), for j = 1, 2, replacing (x, y) by (2nx, 2ny) in (24) and multiplying by
2n, we obtain

P(2nR j f (2nx, 2ny)) ≤ 2nc1
(‖2nx‖α + ‖2ny‖α)

≤ 2n(α+1)c1
(‖x‖α + ‖y‖α) (30)

for all x, y ∈ Y. Allowing n → ∞ in (30), we see that r satisfies (12), for all x, y ∈ Y, for j = 1, 2. To prove
r is a unique reciprocal functionl satisfying (12) subject to (29), let us consider another reciprocal function
R : Y→ X which satisfies (12) for j = 1, 2 and the inequality (29). Then we have

P(r(x) − R(x)) = P(2nr(2nx) − 2nR(2nx))
≤ P(2nr(2nx) − 2n f (2nx)) + P(2n f (2nx) − 2nR(2nx))
≤ 2n (

P(r(2nx) − f (2nx)) + P( f (2nx) − R(2nx))
)

≤ 2n(α+1) 8c1

1 − 2α+1 ‖x‖
α (31)

which tends to zero as n → ∞ for all x ∈ Y. Allowing n → ∞ in (31), we find that r is unique reciprocal
mapping satifying (12).
Case (ii). Let α > −1.
Replacing (x, y) by

(
x
2 ,

x
2

)
in (24), we get

P
(1

2
f
(x

2

)
− f (x)

)
≤ 2c1

2α
‖x‖α (32)

for all x ∈ Y. Now, replacing x by x
2 in (32), dividing by 2 and summing the resulting inequality with (32),

we obtain

P
( 1

22 f
( x

22

)
− f (x)

)
≤ 2c1

2α

1∑

i=0

1
2i(α+1)

‖x‖α

for all x ∈ Y. Proceeding further and using induction arguments on a positive integer n, we arrive

P
( 1

2n f
( x

2n

)
− f (x)

)
≤ 2c1

2α

n−1∑

i=0

1
2i(α+1)

‖x‖α

≤ 2c1

2α

∞∑

i=0

1
2i(α+1)

‖x‖α

≤ 4c1

2α+1 − 1
‖x‖α (33)

for all x ∈ Y. In order to prove the convergence of the sequence
{

1
2n f

(
x
2n

)}
, we have if n > m > 0, then

P
( 1

2n f
( x

2n

)
− 1

2m f
( x

2m

))
=

1
2m P

( 1
2n−m f

( x
2n

)
− f

( x
2m

))
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holds for all x ∈ Y and n,m ∈N. Setting x
2m = y in this relation and using (33), we obtain

p
( 1

2n f
( x

2n

)
− 1

2m f
( x

2m

))
=

1
2m P

( 1
2n−m f

( y
2n−m

)
− f (y)

)

≤ 1
2m

( 4c1

2α+1 − 1

)
‖y‖α

≤ 1
2m(α+1)

( 4c1

2α+1 − 1

)
‖x‖α (34)

for all x ∈ Y. As α > −1, the right-hand side of (34) tends to 0 as m → ∞. This shows that the sequence
rn(x) = { 1

2n f
(

x
2n

)
} is a Cauchy sequence for each x ∈ Y. Since X is complete, we can define r : Y → X by

r(x) = lim
n→∞

1
2n f

(
x
2n

)
. Letting n→∞ in (33), we arrive

P(r(x) − f (x)) ≤ 4c1

2α+1 − 1
‖x‖α (35)

for all x ∈ Y. To show that r satisfies (12), for j = 1, 2, replacing (x, y) by
(

x
2n ,

y
2n

)
in (24) and dividing by 2n,

we obtain

P
( 1

2n R j f
( x

2n ,
y
2n

))
≤ c1

(∥∥∥∥ x
2n

∥∥∥∥
α

+
∥∥∥∥

y
2n

∥∥∥∥
α)

≤ 1
2n(α+1)

c1
(‖x‖α + ‖y‖α) (36)

for all x, y ∈ Y. Allowing n → ∞ in (36), we see that r satisfies (12), for all x, y ∈ Y, for j = 1, 2. To prove
r is a unique reciprocal function satisfying (12) subject to (35), let us consider another reciprocal function
R : Y→ X which satisfies (12) for j = 1, 2 and the inequality (35). Then we have

P(r(x) − f (x)) = P
( 1

2n r
( x

2n

)
− 1

2n R
( x

2n

))

≤ P
( 1

2n r
( x

2n

)
− 1

2n f
( x

2n

))
+ P

( 1
2n f

( x
2n

)
− 1

2n R
( x

2n

))

≤ 1
2n

( 8c1

2α+1 − 1

) ∥∥∥∥ x
2n

∥∥∥∥
α

≤ 1
2n(α+1)

( 8c1

2α+1 − 1

)
‖x‖α (37)

which tends to zero as n → ∞ for all x ∈ Y. Allowing n → ∞ in (37), we find that r is unique reciprocal
mapping satisfying (12), which completes the proof of Corollary 3.3.

Corollary 3.4. Let f : Y→ X be a mapping and let there exist real numbers a, b such that ρ = a + b , −1. Let there
exist c2 ≥ 0 such that

P
(
R j f (x, y)

)
≤ c2‖x‖a‖y‖b (38)

for all x, y ∈ Y, for j = 1, 2. Then there exists a unique reciprocal mapping r : Y→ X satisfying (12), for j = 1, 2 and

P( f (x) − r(x)) ≤


2c2
1−2ρ+1 ‖x‖ρ for ρ < −1

2c2
2ρ+1−1 ‖x‖ρ for ρ > −1

(39)

for every x ∈ Y.

Proof. The required results in Corollary 3.4 can be easily derived by considering φ(x, y) = c2‖x‖a‖y‖b, for all
x, y ∈ Y in Theorems 3.1 and 3.2 respectively and by similar arguments as in Corollary 3.3.
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Corollary 3.5. Let c3 ≥ 0 and p, q be real numbers such that λ = p + q , −1, and f : Y→ X be a mapping satisfying
the functional inequality

P
(
R j f (x, y)

)
≤ c3

(‖x‖p‖y‖q +
(‖x‖p+q + ‖y‖p+q)) (40)

for all x, y ∈ Y, for j = 1, 2. Then there exists a unique reciprocal mapping r : Y→ X satisfying (12), for j = 1, 2 and

P( f (x) − r(x)) ≤


6c3
1−2λ+1 ‖x‖λ for λ < −1

6c3
2λ+1−1 ‖x‖λ for λ > −1

(41)

for every x ∈ Y.

Proof. By choosing φ(x, y) = c3
(‖x‖p‖y‖q + +

(‖x‖p+q + ‖y‖p+q)), for all x, y ∈ Y in Theorems 3.1 and 3.2
respectively and using similar arguments as in Corollary 3.3, the proof of Corollary 3.5 is complete.

Theorem 3.6. Let φ : X × X→ [0,∞) be a function satisfying
∞∑

i=0

2iφ
(
2ix, 2ix

)
< +∞ (42)

for all x, y ∈ X. If a function f : X→ Y satisfies the functional inequality
∥∥∥R j f (x, y)

∥∥∥ ≤ φ(x, y) (43)

for all x, y ∈ X, for j = 1, 2, then there exists a unique reciprocal mapping r : X→ Y which satisfies (12), for j = 1, 2
and the inequality

∥∥∥ f (x) − r(x)
∥∥∥ ≤ 2

∞∑

i=0

2iφ
(
2ix, 2ix

)
(44)

for all x ∈ X.

Proof. The proof is obtained by similar arguments as in Theorem 3.1.

Theorem 3.7. Let φ : X × X→ [0,∞) be a function satisfying
∞∑

i=0

1
2i+1

φ
( x

2i+1
,

y
2i+1

)
< +∞ (45)

for all x, y ∈ X. If a function f : X→ Y satisfies the functional inequality (43) for all x, y ∈ X, for j = 1, 2, then there
exists a unique reciprocal mapping r : X→ Y which satisfies (12), for j = 1, 2 and the inequality

∥∥∥ f (x) − r(x)
∥∥∥ ≤ 2

∞∑

i=0

1
2i+1

φ
( x

2i+1
,

x
2i+1

)
(46)

for all x ∈ X.

Proof. The proof is analogous to the proof of Theorem 3.2.

Corollary 3.8. Let f : X→ Y be a mapping and let there exist real numbers α < −1 and c1 ≥ 0 such that
∥∥∥R j f (x, y)

∥∥∥ ≤ c1
(
P(x)α + P(y)α

)
(47)

for all x, y ∈ X, for j = 1, 2. Then there exists a unique reciprocal mapping r : X→ Y satisfying (12), for j = 1, 2 and
∥∥∥ f (x) − r(x)

∥∥∥ ≤ 4c1

1 − 2α+1 P(x)α (48)

for every x ∈ X.
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Proof. The proof follows immediately by taking φ(x, y) = c1
(
P(x)α + P(y)α

)
, for all x, y ∈ X in Theorem

3.6.

Corollary 3.9. Let f : X→ Y be a mapping and let there exist real numbers a, b such that ρ = a + b < −1. Let there
exist c2 ≥ 0 such that

∥∥∥R j f (x, y)
∥∥∥ ≤ c2P(x)aP(y)b (49)

for all x, y ∈ X, for j = 1, 2. Then there exists a unique reciprocal mapping r :; X→ Y satisfying (12), for j = 1, 2 and

∥∥∥ f (x) − r(x)
∥∥∥ ≤ 2c2

1 − 2ρ+1 P(x)ρ (50)

for every x ∈ X.

Proof. The required results in Corollary 3.9 can be easily derived by considering φ(x, y) = c2P(x)aP(y)b, for
all x, y ∈ X in Theorem 3.6.

Corollary 3.10. Let c3 ≥ 0 and p, q be real numbers such that λ = p + q < −1, and f : X → Y be a mapping
satisfying the functional inequality

∥∥∥R j f (x, y)
∥∥∥ ≤ c3

(
P(x)pP(y)q +

(
P(x)p+q + P(y)p+q)) (51)

for all x, y ∈ X, for j = 1, 2. Then there exists a unique reciprocal mapping r : X→ Y satisfying (12), for j = 1, 2 and

∥∥∥ f (x) − r(x)
∥∥∥ ≤ 6c3

1 − 2λ+1
P(x)λ (52)

for every x ∈ X.

Proof. By choosing φ(x, y) = c3
(
P(x)pP(y)q +

(
P(x)p+q + P(y)p+q)), for all x, y ∈ X in Theorem 3.6, the proof of

Corollary 3.10 is complete.

4. Generalized Hyers-Ulam stability of functional equations (12): Fixed Point Method

Theorem 4.1. Suppose that the mapping f : Y→ X satisfies the inequality

P
(
R j f (x, y)

)
≤ ψ(x, y) (53)

for all x, y ∈ Y, for j = 1, 2, where ψ : Y × Y→ [0,∞) is a given function. If there exists L < 1 such that

ψ(x, y) ≤ 1
2

Lψ
(x

2
,

y
2

)
(54)

for all x, y ∈ Y, then there exists a unique reciprocal mapping r : Y→ X such that

P(r(x) − f (x)) ≤ L
1 − L

ψ
(x

2
,

y
2

)
(55)

for all x ∈ Y.

Proof. Define a set S by

S = {h : Y→ X|h is a function}
and introduce the generalized metric d on S as follows:

d(1, h) = inf{C ∈ R+ : P(1(x) − h(x)) ≤ Cψ(x, x), for all x ∈ Y} (56)
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where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [18], Lemma 2.1]).
Define a mapping σ : S→ S by

σh(x) = 2h(2x) (x ∈ Y) (57)

for all h ∈ S. We claim that σ is strictly contractive on S. For any given 1, h ∈ S, let C1h ∈ [0,∞] be an
arbitrary constant with d(1, h) ≤ C1h. Hence

d(1, h) < C1h ⇒ P(1(x) − h(x)) ≤ C1hψ(x, x),∀x ∈ Y
⇒ P(21(2x) − 2h(2x)) ≤ 2C1hψ(2x, 2x),∀x ∈ Y
⇒ P(21(2x) − 2h(2x)) ≤ LC1hψ(x, x),∀x ∈ Y
⇒ d(σ1, σh) ≤ LC1h.

Therefore, we see that

d(σ1, σh) ≤ Ld(1, h), for all 1, h ∈ S

that is, σ is strictly contractive mapping of S, with the Lipschitz constant L.
Now, replacing (x, y) by (x, x) in (53) and multiplying by 2, we get

P( f (x) − 2 f (2x)) ≤ 2ψ(x, x) ≤ Lψ
(x

2
,

x
2

)

for all x ∈ Y. Hence (56) implies that d( f , σ f ) ≤ 1. Hence by applying the fixed point alternative Theorem
2.3, there exists a function r : Y→ X satisfying the following:

(1) r is a fixed point of σ, that is

r(2x) =
1
2

r(x) (58)

for all x ∈ Y. The mapping r is the unique fixed point of σ in the set

µ = {1 ∈ S : d( f , 1) < ∞}.
This implies that r is the unique mapping satisfying (58) such that there exists C ∈ (0,∞) satisfying

P( f (x) − r(x)) ≤ Cψ(x, x),∀x ∈ Y.

(2) d
(
σn f , r

)→ 0 as n→∞. Thus we have

lim
n→∞

2n f (2nx) = r(x) (59)

for all x ∈ Y.
(3) d(r, f ) ≤ L

1−L d(r, σ f ) which implies

d(r, f ) ≤ L
1 − L

.

Thus the inequality (55) holds. Hence from (53), (54) and (59), we have

P
(
R jr(x, y)

)
= lim

n→∞
2nP

(
R j f

(
2nx, 2ny

))

≤ lim
n→∞

2nψ
(
2nx, 2ny

)

≤ lim
n→∞

2n Ln

2nψ(x, y) = 0

for all x, y ∈ Y, for j = 1, 2. So R jr(x, y) = 0, for all x, y ∈ Y, for j = 1, 2. Hence r is a solution of
functional equation (12), for j = 1, 2. By Theorem 2.1 [34], r : Y→ X is a reciprocal mapping.
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Next, we show that r is the unique reciprocal mapping satisfying (12), for j = 1, 2 and (55). Suppose, let
R : Y → X be another reciprocal function satisfying (12), for j = 1, 2 and (55). Then from (12), for j = 1, 2,
we have that R is a fixed point of σ. Since d( f ,R) < ∞, we have

R ∈ S∗ = {1 ∈ S|d( f , 1) < ∞}.
From Theorem 2.3(3) and since both r and R are fixed points of σ, we have r = R. Therefore r is unique.
Hence, there exists a unique reciprocal mapping r : Y → X satisfying (12), for j = 1, 2 and (55), which
completes the proof of Theorem 4.1.

Theorem 4.2. Suppose that the mapping f : Y→ X satisfies the inequality (53), for all x, y ∈ Y, for j = 1, 2, where
ψ : Y × Y→ [0,∞) is a given function. If there exists L < 1 such that

ψ
(x

2
,

y
2

)
≤ 2Lψ(x, y) (60)

for all x, y ∈ Y. Then there exists a unique reciprocal mapping r : Y→ X such that

P( f (x) − r(x)) ≤ 1
1 − L

ψ
(x

2
,

x
2

)
(61)

for all x ∈ Y.

Proof. The proof is similar to the proof of Theorem 4.1.

Corollary 4.3. Let f : Y→ X be a mapping and let there exist real numbers α , −1 and c1 ≥ 0 such that (24) holds
for all x, y ∈ Y, for j = 1, 2. Then there exists a unique reciprocal mapping r : Y→ X satisfying (12), for j = 1, 2 and
(25), for every x ∈ Y.

Proof. The proof follows immediately by taking ψ(x, y) = c1
(‖x‖α + ‖y‖α), for all x, y ∈ Y and L = 2α+1,

L = 2−α−1 in Theorems 4.1 and 4.2 respectively.

Corollary 4.4. Let f : Y→ X be a mapping and let there exist real numbers a, b such that ρ = a + b , −1. Let there
exist c2 ≥ 0 such that (38) holds for all x, y ∈ Y, for j = 1, 2. Then there exists a unique reciprocal mapping r : Y→ X
satisfying (12), for j = 1, 2 and (39), for every x ∈ Y.

Proof. The required results in Corollary 4.4 can be easily derived by considering ψ(x, y) = c2‖x‖a‖y‖b, for all
x, y ∈ Y and L = 2ρ+1, L = 2−ρ−1 in Theorems 4.1 and 4.2 respectively.

Corollary 4.5. Let c3 ≥ 0 and p, q be real numbers such that λ = p + q , −1, and f : Y→ X be a mapping satisfying
the functional inequality (40), for all x, y ∈ Y, for j = 1, 2. Then there exists a unique reciprocal mapping r : Y→ X
satisfying (12), for j = 1, 2 and (41), for every x ∈ Y.

Proof. By choosing ψ(x, y) = c3
(‖x‖p‖y‖q + +

(‖x‖p+q + ‖y‖p+q)), for all x, y ∈ Y and L = 2λ+1, L = 2−λ−1 in
Theorems 4.1 and 4.2 respectively, the proof of Corollary 4.5 is complete.

Theorem 4.6. Suppose that the mapping f : X→ Y satisfies the inequality
∥∥∥R j f (x, y)

∥∥∥ ≤ ψ(x, y) (62)

for all x, y ∈ X, for j = 1, 2, where ψ : X × X→ [0,∞) is a given function. If there exists L < 1 such that (54) holds
for all x, y ∈ X, then there exists a unique reciprocal mapping r : X→ Y such that

∥∥∥ f (x) − r(x)
∥∥∥ ≤ L

1 − L
ψ

(x
2
,

x
2

)
(63)

for all x ∈ X.
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Proof. The proof is obtained by similar arguments as in Theorem 4.1.

Theorem 4.7. Suppose that the mapping f : X→ Y satisfies the inequality (62), for all x, y ∈ X, for j = 1, 2, where
ψ : X × X→ [0,∞) is a given function. If there exists L < 1 such that (60) holds for all x, y ∈ X, then there exists a
unique reciprocal mapping r : X→ Y such that

∥∥∥ f (x) − r(x)
∥∥∥ ≤ 1

1 − L
ψ

(x
2
,

x
2

)
(64)

for all x ∈ X.

Proof. The proof is analogous to the proof of Theorem 4.2.

Corollary 4.8. Let f : X→ Y be a mapping and let there exist real numbers α < −1 and c1 ≥ 0 such that (47) holds
for all x, y ∈ X, for j = 1, 2. Then there exists a unique reciprocal mapping r : X→ Y satifying (12), for j = 1, 2 and
(48), for every x ∈ X.

Proof. The proof follows immediately by taking ψ(x, y) = c1
(
P(x)α + P(y)α

)
, for all x, y ∈ X and L = 2α+1 in

Theorem 4.6.

Corollary 4.9. Let f : X→ Y be a mapping and let there exist real exist real numbers a, b such that ρ = a + b < −1.
Let there exist c2 ≥ 0 such that (49) holds for all x, y ∈ X, for j = 1, 2. Then there exists a unique reciprocal mapping
r : X→ Y satisfying (12), for j = 1, 2 and (50), for every x ∈ X.

Proof. The required results in Corollary 4.9 can be easily derived by considering ψ(x, y) = c2P(x)aP(y)b, for
all x, y ∈ X and L = 2ρ+1 in Theorem 4.6.

Corollary 4.10. Let c3 ≥ 0 and p, q be real numbers such that λ = p + q < −1, and f : X → Y be a mapping
satisfying the functional inequality (51) for all x, y ∈ X, for j = 1, 2. Then there exists a unique reciprocal mapping
r : X→ Y satisfying (12), for j = 1, 2 and (52), for every x ∈ X.

Proof. By choosing ψ(x, y) = c3
(
P(x)pP(y)q +

(
P(x)p+q + P(y)p+q)), for all x, y ∈ X and L = 2λ+1 in Theorem 4.6,

the proof of Corollary 4.10 is complete.

5. Counter-examples

We present the following counter-examples modified by the well-known counter-example of Z. Gajda
[5].
The following example illustrates the fact that functional equation (12), for j = 1 is not stable for α = −1 in
Corollaries 3.3 and 4.3.

Example 5.1. Let ϕ : R-{0} → R be a mapping defined by

ϕ(x) =


c1
x for x ∈ (1,∞)
c1 otherwise

where c1 is a constant, and define a mapping 1 : R-{0} → R by

1(x) =

∞∑

n=0

ϕ (2−nx)
2n , for all x ∈ R-{0}.

Then the mapping 1 satisfies the inequality
∣∣∣R11(x, y)

∣∣∣ ≤ 5c1

(
|x|−1 + |y|−1

)
(65)
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for all x, y ∈ R-{0}. Therefore there do not exist a reciprocal mapping r : R-{0} → R with r(x) = 1
x and a constant

δ > 0 such that

|1(x) − r(x) ≤ δ|x|−1 (66)

for all x ∈ R-{0}.

Proof. |1(x)| ≤ ∑∞
n=0
|ϕ(2−n)|
|2n | ≤

∑∞
n=0

c1
2n = 2c1. Hence 1 is bounded by 2c1. If |x|−1 + |y|−1 ≥ 1, then the left hand

side of (65) is less than 5c1. Now, suppose that 0 < |x|−1 + |y|−1 < 1. Then there exists a positive integer m
such that

1
2m+1 ≤ |x|−1 + |y|−1 <

1
2m . (67)

Hence |x|−1 + |y|−1 < 1
2m implies

2m|x|−1 + 2m|y|−1 < 1

or
x

2m > 1,
y

2m > 1

or
x

2m−1 > 2 > 1,
y

2m−1 > 2 > 1

and consequently
1

2m−1 (x + y) > 1.

Therefore, for each value of n = 0, 1, 2, . . . ,m − 1, we obtain

1
2n (x),

1
2n (y),

1
2n (x + y) > 1

and R1ϕ
(

1
2n x, 1

2n y
)

= 0 for n = 0, 1, 2, . . . ,m − 1. Using (67) and the definition of 1, we obtain

|R11(x, y)|(|x|−1 + |y|−1) ≤
∞∑

n=m

∣∣∣∣∣ϕ
(
2−n

( x+y
2

))
− ϕ (

2−n(x + y)
) − ϕ(2−nx)ϕ(2−n y)

ϕ(2−nx)+ϕ(2−n y)

∣∣∣∣∣
2n (|x|−1 + |y|−1)

≤
∞∑

k=0

5
2 c1

2k2m (|x|−1 + |y|−1)

≤
∞∑

k=0

5
2 c1

2k
=

5
2

c1

(
1 − 1

2

)−1

= 5c1, for all x, y ∈ R-{0}.

That is, the inequality (65) holds true. Now, assume that there exists a reciprocal mapping r : R-{0} → R
satisfying (66). Therefore, we have

|1(x)| ≤ (δ + 1)|x|−1. (68)

However, we can choose a positive integer p with pc1 > δ + 1. If x ∈ (1, 2p−1), then 2−nx ∈ (1,∞) for all
n = 0, 1, 2, . . . , p − 1 and therefore

|1(x)| =
∞∑

n=0

ϕ(2−nx)
2n ≥

m−1∑

n=0

c1
2−nx

2n =
pc1

x
> (δ + 1)x−1

which contradicts (5.4). Therefore, the reciprocal type functional equation (12) for j = 1 is not stable for
α = −1 in Corollaries 3.3 and 4.3.
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The following example illustrates the fact that functional equation (12), for j = 1 is not stable for λ = −1(
when p = − 1

2 , q = − 1
2

)
in Corollaries 3.5 and 4.5.

Example 5.2. Let ϕ : R-{0} → R be a mapping defined by

ϕ(x) =


c2
x for x ∈ (1,∞)
c2 otherwise

where c2 is a constant, and define a mapping 1 : R-{0} → R by

1(x) =

∞∑

n=0

ϕ (2−nx)
2n , for all x ∈ R-{0}.

Then the mapping 1 satisfies the inequality
∣∣∣R11(x, y)

∣∣∣ ≤ 5c2

(
|x|− 1

2 |y|− 1
2 +

(
|x|−1 + |y|−1

))
(69)

for all x, y ∈ R-{0}. Therefore there do not exist a reciprocal mapping r : R-{0} → R with r(x) = 1
x and a constant

δ > 0 such that

|1(x) − r(x) ≤ δ|x|−1 (70)

for all x ∈ R-{0}.
Proof. The proof is analogous to the proof of Example 5.1.

The following example illustrates the fact that functional equation (12), for j = 2 is not stable for α = −1 in
Corollaries 3.3 and 4.3.

Example 5.3. Let ϕ and 1 be mappings defined as in Example 5.1. Then the mapping 1 satisfies the inequality
∣∣∣R21(x, y)

∣∣∣ ≤ 7c1

(
|x|−1 + |y|−1

)
(71)

for all x, y ∈ R-{0}. Therefore there do not exist a reciprocal mapping r : R-{0} → R with r(x) = 1
x and a constant

δ > 0 such that

|1(x) − r(x) ≤ δ|x|−1 (72)

for all x ∈ R-{0}.
Proof. The proof is similar to the proof of Example 5.1.

The following example illustrates the fact that functional equation (12), for j = 2 is not stable for λ = −1(
when p = − 1

2 , q = − 1
2

)
in Corollaries 3.5 and 4.5.

Example 5.4. Let ϕ and 1 be mappings defined as in Example 5.1. Then the mapping 1 satisfies the inequality
∣∣∣R21(x, y)

∣∣∣ ≤ 7c2

(
|x|− 1

2 |y|− 1
2 +

(
|x|−1 + |y|−1

))
(73)

for all x, y ∈ R-{0}. Therefore there do not exist a reciprocal mapping r : R-{0} → R with r(x) = 1
x and a constant

δ > 0 such that

|1(x) − r(x) ≤ δ|x|−1 (74)

for all x ∈ R-{0}.
Proof. The proof is similar to the proof of Example 5.2.
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