Some properties and results involving the zeta and associated functions
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Abstract. In this research-cum-expository article, we aim at presenting a systematic account of some recent developments involving the Riemann Zeta function \( \zeta(s) \), the Hurwitz (or generalized) Zeta function \( \zeta(s, a) \), and the Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) as well as its various interesting extensions and generalizations. In particular, we begin by looking into the problems associated with the evaluations and representations of \( \zeta(s) \) when \( s \in \mathbb{N} \setminus \{1\} \), \( \mathbb{N} \) being the set of natural numbers, emphasizing upon various potentially useful and computationally friendly classes of rapidly convergent series representations for \( \zeta(2n + 1) \) \( (n \in \mathbb{N}) \) which have been developed in recent years. We then turn toward some other investigations involving certain general classes of Goldbach-Euler type sums. Finally, we present a systematic investigation of various properties and results involving several families of generating functions and their partial sums which are associated with the aforementioned general classes of the extended Hurwitz-Lerch Zeta functions. References to some of latest developments in the theory and applications of several families of the extended Hurwitz-Lerch zeta functions are also provided for the interested researchers on these and other related topics in Analytic Number Theory, Geometric Function Theory of Complex Analysis, and so on.

1. Introduction, Definitions and Preliminaries

Throughout this article, we use the following standard notations:

\( \mathbb{N} := \{1, 2, 3, \cdots\} \), \( \mathbb{N}_0 := \{0, 1, 2, 3, \cdots\} = \mathbb{N} \cup \{0\} \)

and

\( \mathbb{Z}^- := \{-1, -2, -3, \cdots\} = \mathbb{Z}_0^- \setminus \{0\} \).
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Also, as usual, \( \mathbb{Z} \) denotes the set of integers, \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{R}^+ \) denotes the set of positive numbers and \( \mathbb{C} \) denotes the set of complex numbers.

Some rather important and potentially useful functions in Analytic Number Theory include (for example) the Riemann Zeta function \( \zeta(s) \) and the Hurwitz (or generalized) Zeta function \( \zeta(s,a) \), which are defined (for \( \Re(s) > 1 \)) by

\[
\zeta(s) := \begin{cases} 
\sum_{n=1}^{\infty} \frac{1}{n^s} = \frac{1}{1 - 2^{-s}} \sum_{n=1}^{\infty} \frac{1}{(2n - 1)^s} & (\Re(s) > 1) \\
\frac{1}{1 - 2^{1-s}} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^s} & (\Re(s) > 0; \ s \neq 1)
\end{cases}
\] (1.1)

and

\[
\zeta(s,a) := \sum_{k=0}^{\infty} \frac{1}{(k + a)^s} \quad (\Re(s) > 1; \ a \in \mathbb{C} \setminus \mathbb{Z}_0^-)
\]

\[
= \zeta(s, n + a) + \sum_{k=0}^{n-1} \frac{1}{(k + a)^s} \quad (n \in \mathbb{N}),
\] (1.2)

and (for \( \Re(s) \leq 1; \ s \neq 1 \)) by their meromorphic continuations (see, for details, the excellent works by Titchmarsh [104] and Apostol [6] as well as the monumental treatise by Whittaker and Watson [107]; see also [1, Chapter 23] and [83, Chapter 2]), so that (obviously)

\[
\zeta(s, 1) = \zeta(s) = (2^s - 1)^{-1} \zeta\left(s, \frac{1}{2}\right) \quad \text{and} \quad \zeta(s, 2) = \zeta(s) - 1.
\] (1.3)

Indeed, in many different ways, both of the Zeta functions \( \zeta(s) \) and \( \zeta(s,a) \) can be continued meromorphically to the whole complex \( s \)-plane except for a simple pole at \( s = 1 \) with their respective residues 1.

The following simple relationships between the Zeta functions \( \zeta(s) \) and \( \zeta(s,a) \) are worthy of note:

\[
\zeta(s) = \frac{1}{m^s - 1} \sum_{j=1}^{m-1} \zeta\left(s, \frac{j}{m}\right) \quad (m \in \mathbb{N} \setminus \{1\})
\] (1.4)

and

\[
\zeta(s, ma) = \frac{1}{m^s} \sum_{j=0}^{m-1} \zeta\left(s, a + \frac{j}{m}\right) \quad (m \in \mathbb{N}).
\] (1.5)

A classical about three-century-old theorem of Christian Goldbach (1690–1764) was stated in a letter dated 1729 from Goldbach to Daniel Bernoulli (1700–1782). Goldbach’s Theorem was revived and revisited recently in many publications as the following problem:

\[
\sum_{\omega \in S} \frac{1}{\omega - 1} = 1,
\] (1.6)

where \( S \) denotes the set of all nontrivial integer \( k \)th powers, that is,

\[
S := \{ n^k : n \in \mathbb{N} \setminus \{1\} = \{2, 3, 4, \ldots \} \}.
\]
In fact, in terms of the Riemann Zeta function \( \zeta(s) \) defined by (1.1), Goldbach’s theorem (1.6) can easily be seen to assume the following elegant form:

\[
\sum_{\omega \in \mathcal{S}} \frac{1}{\omega - 1} = \sum_{k=2}^{\infty} [\zeta(k) - 1] = 1. \tag{1.7}
\]

Since \( \zeta(s) \) is a decreasing function of its argument \( s \) for \( s \geq 2 \), we have

\[
1 < \zeta(n) \leq \zeta(2) = \frac{\pi^2}{6} < 2, \tag{1.8}
\]

the above alternative form (1.7) of Goldbach’s Theorem (1.6) can also be rewritten as follows:

\[
\sum_{k=2}^{\infty} f(\zeta(k)) = 1,
\]

where

\[f(x) := x - \lfloor x \rfloor = \text{The fractional part of } x \in \mathbb{R}.
\]

As a matter of fact, it is fairly straightforward to show also that

\[
\sum_{k=2}^{\infty} (-1)^k f(\zeta(k)) = \frac{1}{2}, \quad \sum_{k=1}^{\infty} f(\zeta(2k)) = \frac{3}{4} \quad \text{and} \quad \sum_{k=1}^{\infty} f(\zeta(2k+1)) = \frac{1}{4}.
\]

It may be of interest to remark in passing that the name of Christian Goldbach (1690–1764) is usually associated with a relatively more popular conjecture dated 1742 (known as Goldbach’s Conjecture) that every positive integer greater than 2 is the sum of two prime numbers:

\[
4 = 2 + 2 = 1 + 3; \quad 6 = 3 + 3 = 1 + 5; \quad 8 = 1 + 7 = 3 + 5; \quad \text{et cetera.}
\]

Just as the celebrated Riemann Hypothesis dated 1859 that all nontrivial zeros of \( \zeta(s) \) lie on the critical line:

\[\Re(s) = \frac{1}{2},\]

Goldbach’s conjecture has not been proven as yet. Interestingly, not too long ago in the year 2001, on the occasion of the publication of the following (“very funny, tender, charming, and irresistible”) novel:

\textit{Uncle Pedros and Goldbach’s Conjecture: A Novel of Mathematical Obsession} \ (by Apostolos Doxiadis), Faber and Faber, London, 2001,

the British publisher (Faber and Faber) had offered a reward of one million U.K. Pounds to anyone who can prove Goldbach’s Conjecture.

Another result that has attracted fascinatingly and tantalizingly large number of seemingly independent solutions is the so-called Basler Problem:

\[
\zeta(2) = \frac{\pi^2}{6}, \tag{1.9}
\]
which was used above in (1.8). It was of vital importance to Leonhard Euler (1707-1783) and
the Bernoulli brothers [Jakob Bernoulli (1654-1705) and Johann Bernoulli (1667-1748)]. All these
remarkably many essentially independent solutions of the Basler Problem (1.9) have appeared
in the mathematical literature ever since Euler first solved this problem in the year 1736. In
this context, one other remarkable classical result involving Riemann’s Zeta function \( \zeta(s) \) is the
following elegant series representation for \( \zeta(3) \):

\[
\zeta(3) = -\frac{4\pi^2}{7} \sum_{k=0}^{\infty} \frac{\zeta(2k)}{(2k+1)(2k+2) \cdot 2^{2k}},
\]

which was actually contained in Euler’s 1772 paper entitled “Exercitationes Analyticae” (cf., e.g.,
Ayoub [7, pp. 1084–1085]). Remarkably, this 1772 result (1.10) of Euler was rediscovered (among
others) by Ramaswami [64] (see also a paper by Srivastava [71, p. 7, Equation (2.23)]) and (more
recently) by Ewell [26]. Moreover, just as pointed out by (for example) Chen and Srivastava [14,
pp. 180–181], another series representation:

\[
\zeta(3) = \frac{5}{2} \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k^3},
\]

which played a key rôle in the celebrated proof (see, for details, [5]) of the irrationality of \( \zeta(3) \)
by Roger Apéry (1916-1994), was derived independently by (among others) Hjortnaes [40], Gosper
[34], and Apéry [5] himself.

It is easily observed that Euler’s series in (1.10) converges faster than the defining series for
\( \zeta(3) \), but obviously not as fast as the series in (1.11). Evaluations of such Zeta values as
\( \zeta(3) \), \( \zeta(5) \), et cetera are known to arise naturally in a wide variety of applications such as those in
Elastostatics, Quantum Field Theory, et cetera (see, for example, Tricomi [105], Witten [109], and
Nash and O’Connor [57], [58]). On the other hand, in the case of even integer arguments, we
already have the following computationally useful relationship:

\[
\zeta(2n) = (-1)^{n-1} \frac{(2\pi)^{2n}}{2 \cdot (2n)!} B_{2n} \quad (n \in \mathbb{N}_0)
\]

with the well-tabulated Bernoulli numbers defined by the following generating function:

\[
\frac{z}{e^z - 1} = \sum_{n=0}^{\infty} B_n \frac{z^n}{n!} \quad (|z| < 2\pi),
\]

as well as the following familiar recursion formula:

\[
\zeta(2n) = \left(n + \frac{1}{2}\right)^{-1} \sum_{k=1}^{n-1} \zeta(2k) \zeta(2n-2k) \quad (n \in \mathbb{N} \setminus \{1\}),
\]

which, in terms of the Bernoulli numbers \( B_n \), can be rewritten at once as follows:

\[
B_{2n} = -\frac{1}{2n+1} \sum_{k=1}^{n-1} \left(\frac{2n}{2k}\right) B_{2k} B_{2n-2k} \quad (n \in \mathbb{N} \setminus \{1\}).
\]

This research-cum-expository article is motivated largely by several recent works by Srivastava
et al. (see, for example, [19], [80] and [81]). It consists of four major parts. In the first part, a
genuine need (for computational purposes) for expressing \( \zeta(2n+1) \) as a rapidly converging series
for all \( n \in \mathbb{N} \) has been shown to lead naturally to a rather systematic investigation of the various interesting families of rapidly convergent series representations for the Riemann \( \zeta(2n+1) \) \((n \in \mathbb{N})\). Relevant connections of the results presented here with many other known series representations for \( \zeta(2n+1) \) \((n \in \mathbb{N})\) are also briefly indicated. In fact, for two of the many computationally useful special cases considered here, it has been observed that \( \zeta(3) \) can be represented by means of series which converge much more rapidly than that in Euler's celebrated formula (1.10) as well as that in the series (1.11) which (just as we indicated above) was used earlier by Apéry [5] in his celebrated proof of the irrationality of \( \zeta(3) \). Symbolic and numerical computations using Mathematica (Version 4.0) for Linux have shown, among other things, that only 50 terms of one of these series are capable of producing an accuracy of seven decimal places. In the second part of this article, we consider a variety of series and integrals associated with the Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) as well as its various interesting extensions and generalizations (see Section 6). In our next two sections (Section 7 and Section 8), we present a systematic account of some recent developments involving certain general classes of Goldbach-Euler type sums as well as various properties and results involving several families of generating functions and their partial sums which are associated with the aforementioned general classes of the extended Hurwitz-Lerch Zeta functions which we introduced in Section 6. Finally, in our last section (Section 9), we choose to present several further closely-related remarks and observations about the developments considered in Section 6 and Section 8 in addition (for example) to the Open Problem mentioned in Section 7.

2. Rapidly Converging Series for \( \zeta(2n+1) \) \((n \in \mathbb{N})\)

Suppose, as usual, that \((\lambda)_{\nu}\) denotes the Pochhammer symbol or the shifted factorial, since

\[
(1)_n = n! \quad (n \in \mathbb{N}_0),
\]

which is defined, in terms of the familiar Gamma function, by

\[
(\lambda)_{\nu} := \frac{\Gamma(\lambda + \nu)}{\Gamma(\lambda)} = \begin{cases} 
1 & (\nu = 0; \; \lambda \in \mathbb{C} \setminus \{0\}) \\
(\lambda + 1) \cdots (\lambda + n - 1) & (\nu = n \in \mathbb{N}; \; \lambda \in \mathbb{C}),
\end{cases}
\]

it being understood conventionally that \((0)_0 := 1\) and assumed tacitly that the \(\Gamma\)-quotient exists (see, for details, [72] and [83]). In terms of the above-defined Pochhammer symbol \((\lambda)_{\nu}\), we begin this section by recalling the following simple consequence of the binomial theorem and the definition (1.1):

\[
\sum_{k=0}^{\infty} \frac{(s)_k}{k!} \zeta(s + k, a) t^k = \zeta(s, a - t) \quad (|t| < |a|),
\]

(2.1)

which, for \( a = 1 \) and \( t = \pm 1/m \), yields a useful series identity given by

\[
\sum_{k=0}^{\infty} \frac{(s)_{2k}}{(2k)!} \frac{\zeta(s + 2k)}{m^{2k}}
\]

\[
= \left\{ \begin{array}{ll}
(2^s - 1) \zeta(s) - 2^{s-1} & (m = 2) \\
\frac{1}{2} \left( m^s - 1 \right) \zeta(s) - m^s - \sum_{j=2}^{m-2} \zeta(s, \frac{j}{m}) & (m \in \mathbb{N} \setminus \{1, 2\})
\end{array} \right.
\]

(2.2)
By making use of the familiar harmonic numbers $H_n$ given by

$$H_n := \sum_{j=1}^{n} \frac{1}{j} \quad (n \in \mathbb{N}), \quad (2.3)$$

the following set of series representations for $\zeta(2n+1)$ ($n \in \mathbb{N}$) were proven by Srivastava [75] by appealing appropriately to the series identity (2.2) in its special cases when $m = 2, 3, 4,$ and 6, and also to many other properties and characteristics of the Riemann Zeta function such as the familiar functional equation:

$$\zeta(s) = 2 \cdot (2\pi)^{s-1} \sin \left(\frac{1}{2} \pi s\right) \Gamma(1-s) \zeta(1-s) \quad (2.4)$$

or, equivalently,

$$\zeta(1-s) = 2 \cdot (2\pi)^{-s} \cos \left(\frac{1}{2} \pi s\right) \Gamma(s) \zeta(s), \quad (2.5)$$

the familiar derivative formula:

$$\zeta'(-2n) = \lim_{\varepsilon \to 0} \left\{ \frac{\zeta(-2n + \varepsilon)}{\varepsilon} \right\} = \frac{(-1)^n}{2 \cdot (2\pi)^{2n}} (2n)! \zeta(2n+1) \quad (n \in \mathbb{N}) \quad (2.6)$$

with, of course,

$$\zeta(0) = -\frac{1}{2}; \quad \zeta(-2n) = 0 \quad (n \in \mathbb{N}); \quad \zeta'(0) = -\frac{1}{2} \log (2\pi), \quad (2.7)$$

and each of the following limit relationships:

$$\lim_{s \to -2n} \left\{ \frac{\sin \left(\frac{1}{2} \pi s\right)}{s + 2n} \right\} = (-1)^n \frac{\pi}{2} \quad (n \in \mathbb{N}) \quad (2.8)$$

and

$$\lim_{s \to -2n} \left\{ \frac{\zeta(s + 2k)}{s + 2n} \right\} = \frac{(-1)^{n-k}}{2 \cdot (2\pi)^{2n-k}} (2n - 2k)! \zeta(2n - 2k + 1) \quad (k = 1, \ldots, n-1; \ n \in \mathbb{N} \setminus \{1\}) \quad (2.9)$$

Series Representation of the First Kind:

$$\zeta(2n+1) = (-1)^{n-1} \frac{(2\pi)^{2n}}{2^{2n+1} - 1} \left[ H_{2n} - \log \pi \frac{\pi}{(2n)!} + \sum_{k=1}^{n-1} (-1)^k \frac{\zeta(2k+1)}{2^{2k} (2n-2k)!} \right] + 2 \sum_{k=1}^{\infty} \frac{(2k-1)!}{(2n+2k)!} \zeta(2k) \frac{\pi}{2^{2k}} \quad (n \in \mathbb{N}). \quad (2.10)$$

Series Representation of the Second Kind:

$$\zeta(2n+1) = (-1)^{n-1} \frac{2 \cdot (2\pi)^{2n}}{3^{2n+1} - 1} \left[ H_{2n} - \log \left(\frac{3}{\pi}\right) \frac{\frac{2}{3} \pi}{(2n)!} + \sum_{k=1}^{n-1} (-1)^k \frac{\zeta(2k+1)}{3^{2k} (2n-2k)!} \right] + 2 \sum_{k=1}^{\infty} \frac{(2k-1)!}{(2n+2k)!} \zeta(2k) \frac{\frac{2}{3} \pi}{3^{2k}} \quad (n \in \mathbb{N}). \quad (2.11)$$
Series Representation of the Third Kind:

\[
\zeta (2n + 1) = (-1)^{n-1} \frac{2 \cdot (2\pi)^{2n}}{2^{2n+1} + 2^{2n} - 1} \left[ H_{2n} - \log \left( \frac{1}{2} \pi \right) \right] + \sum_{k=1}^{n-1} \frac{(-1)^k}{(2n - 2k)!} \zeta (2k + 1) + 2 \sum_{k=1}^{\infty} \frac{(2k - 1)!}{(2n + 2k)!} \frac{\zeta (2k)}{4^{2k}} \quad (n \in \mathbb{N}). \tag{2.12}
\]

Series Representation of the Fourth Kind:

\[
\zeta (2n + 1) = (-1)^{n-1} \frac{2 \cdot (2\pi)^{2n}}{3^{2n} (2^{2n} + 1) + 2^{2n} - 1} \left[ H_{2n} - \log \left( \frac{1}{3} \pi \right) \right] + \sum_{k=1}^{n-1} \frac{(-1)^k}{(2n - 2k)!} \zeta (2k + 1) + 2 \sum_{k=1}^{\infty} \frac{(2k - 1)!}{(2n + 2k)!} \frac{\zeta (2k)}{6^{2k}} \quad (n \in \mathbb{N}). \tag{2.13}
\]

Here, as well as elsewhere in this presentation, an empty sum is understood (as usual) to be zero.

The first series representation (2.10) is markedly different from each of the series representations for \( \zeta (2n + 1) \), which were given earlier by Zhang and Williams [112, p. 1590, Equation (3.13)] and (subsequently) by Cvijović and Klinowski [21, p. 1265, Theorem A] (see also [113] and [114]). Since \( \zeta (2k) \to 1 \) as \( k \to \infty \), the general term in the series representation (2.10) has the following order estimate:

\[
O \left( 2^{-2k} \cdot k^{-2n-1} \right) \quad (k \to \infty; \ n \in \mathbb{N}),
\]

whereas the general term in each of the aforementioned earlier series representations has the order estimate given below:

\[
O \left( 2^{-2k} \cdot k^{-2n} \right) \quad (k \to \infty; \ n \in \mathbb{N}).
\]

By suitably combining (2.10) and (2.12), we easily arrive at the following series representation:

\[
\zeta (2n + 1) = (-1)^{n-1} \frac{2 \cdot (2\pi)^{2n}}{2^{2n} (2^{2n+1} - 1)} \left[ \log 2 \frac{2}{(2n)!} \right] + \sum_{k=1}^{n-1} \frac{(-1)^k (2^{2k} - 1)}{(2n - 2k)!} \zeta (2k + 1) + 2 \sum_{k=1}^{\infty} \frac{(2k - 1)!}{(2n + 2k)!} \frac{\zeta (2k)}{2^{4k}} \quad (n \in \mathbb{N}). \tag{2.14}
\]

Furthermore, in terms of the Bernoulli numbers \( B_n \) and the Euler polynomials \( E_n (x) \) defined by the generating functions (1.9) and

\[
\frac{2e^{xz}}{e^z + 1} = \sum_{n=0}^{\infty} E_n (x) \frac{z^n}{n!} \quad (|z| < \pi), \tag{2.15}
\]

respectively, it is known that (cf., e.g., [54, p. 29])

\[
E_n (0) = (-1)^n E_n (1) = \frac{2 \left( 1 - \frac{2n+1}{n+1} \right) B_{n+1}}{n+1} \quad (n \in \mathbb{N}). \tag{2.16}
\]

Thus, by combining (2.16) with the identity (1.12), we find that

\[
E_{2n-1} (0) = \frac{4 \cdot (-1)^n}{(2\pi)^{2n}} \left( 2^{2n} - 1 \right) \frac{\zeta (2n)}{2^{2n} - 1} \quad (n \in \mathbb{N}). \tag{2.17}
\]
If we apply the relationship (2.17), the series representation (2.14) can immediately be put in the following alternative form:

\[
\zeta(2n + 1) = (-1)^{n-1} \frac{2 \cdot (2\pi)^{2n}}{(2^2n - 1)(2^{2n+1} - 1)} \left[ \frac{\log 2}{(2n)!} + \sum_{k=1}^{n-1} \frac{(-1)^k (2^{2k} - 1)}{(2n - 2k)!} \frac{\zeta(2k + 1)}{\pi^{2k}} \right.
\]
\[\left. + \frac{1}{2} \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{(2n + 2k)!} \left( \frac{\pi}{2} \right)^{2k} E_{2k-1}(0) \right] \quad (n \in \mathbb{N}),
\]

(2.18)

which is a slightly modified and corrected version of a result proven, using a significantly different technique, by Tsumura [106, p. 383, Theorem B].

One other interesting combination of the series representations (2.10) and (2.12) leads us to the following variant of Tsumura’s result (2.14) or (2.18):

\[
\zeta(2n + 1) = (-1)^{n-1} \frac{\pi^{2n}}{2^{2n+1} - 1} \left[ H_{2n} - \log \left( \frac{1}{4} \pi \right) \right.
\]
\[\left. + \sum_{k=1}^{n-1} \frac{(-1)^k (2^{2k+1} - 1)}{(2n - 2k)!} \frac{\zeta(2k + 1)}{\pi^{2k}} \right.
\]
\[\left. - 4 \sum_{k=1}^{\infty} \frac{(2k - 1)!(2^{2k-1} - 1)}{(2n + 2k)!} \frac{\zeta(2k)}{24k} \right] \quad (n \in \mathbb{N}),
\]

(2.19)

which is essentially the same as the determinantal expression for \(\zeta(2n + 1)\) derived by Ewell [27, p. 1010, Corollary 3] by employing an entirely different technique from ours.

Numerous other similar combinations of the series representations (2.10) to (2.13) would yield some interesting companions of Ewell’s result (2.19).

Next, by setting \(t = 1/m\) and differentiating both sides with respect to \(s\), we find from the following obvious consequence of the series identity (2.1):

\[
\sum_{k=0}^{\infty} \frac{(s)^{2k+1}}{(2k+1)!} \zeta(s + 2k + 1, a) t^{2k+1}
\]
\[= \frac{1}{2} \left[ \zeta(s, a - t) - \zeta(s, a + t) \right] \quad (|t| < |a|)
\]

(2.20)

that

\[
\sum_{k=0}^{\infty} \frac{(s)^{2k+1}}{(2k+1)!} \frac{1}{m^{2k}} \left[ \zeta'(s + 2k + 1, a) + \zeta(s + 2k + 1, a) \sum_{j=0}^{2k} \frac{1}{s + j} \right]
\]
\[= \frac{m}{2} \frac{\partial}{\partial s} \left\{ \zeta \left(s, a - \frac{1}{m} \right) - \zeta \left(s, a + \frac{1}{m} \right) \right\} \quad (m \in \mathbb{N} \setminus \{1\}).
\]

(2.21)

In the particular case when \(m = 2\), (2.21) immediately yields

\[
\sum_{k=0}^{\infty} \frac{(s)^{2k+1}}{(2k+1)!} \frac{1}{2^{2k}} \left[ \zeta'(s + 2k + 1, a) + \zeta(s + 2k + 1, a) \sum_{j=0}^{2k} \frac{1}{s + j} \right]
\]
\[= - \left( a - \frac{1}{2} \right)^{-s} \log \left( a - \frac{1}{2} \right).
\]

(2.22)
Upon letting \( s \to -2n - 1 \) \((n \in \mathbb{N})\) in the further special of this last identity (2.22) when \( a = 1\), Wilton [83, p. 92] deduced the following series representation for \( \zeta(2n + 1) \) (see also [39, p. 357, Entry (54.6.9)]):

\[
\zeta(2n + 1) = (-1)^{n-1} \pi^{2n} \left[ \frac{H_{2n+1} - \log \pi}{(2n + 1)!} + \sum_{k=1}^{n-1} \frac{(-1)^k}{(2n - 2k + 1)!} \frac{\zeta(2k + 1)}{\pi^{2k}} \right] + 2 \sum_{k=1}^{\infty} \frac{(2k - 1)!}{(2n + 2k + 1)!} \frac{\zeta(2k)}{2^{2k}} \quad (n \in \mathbb{N}),
\]

which, in light of the elementary identity:

\[
\frac{(2k)!}{(2n + 2k + 1)!} = \frac{(2k - 1)!}{(2n + 2k)!} - 2n \frac{(2k - 1)!}{(2n + 2k)!} \quad (n \in \mathbb{N}),
\]

would combine with the result (2.10) to yield the following series representation:

\[
\zeta(2n + 1) = (-1)^n \frac{(2\pi)^{2n}}{n(2^{2n+1} - 1)} \left[ \sum_{k=1}^{n-1} \frac{(-1)^{k-1} k}{(2n - 2k)!} \frac{\zeta(2k + 1)}{\pi^{2k}} \right] + \sum_{k=0}^{\infty} \frac{(2k)!}{(2n + 2k + 1)!} \frac{\zeta(2k)}{2^{2k}} \quad (n \in \mathbb{N}).
\]

This last series representation (2.25) is precisely the aforementioned main result of Cvijović and Klinowski [21, p. 1265, Theorem A]. As a matter of fact, in view of a known derivative formula [75, p. 389, Equation (2.8)], the series representation (2.25) is essentially the same as a result given earlier by Zhang and Williams [112, p. 1590, Equation (3.13)] (see also Zhang and Williams [112, p. 1591, Equation (3.16)] where an obviously more complicated (asymptotic) version of (2.25) was proven similarly).

By making use of another elementary identity:

\[
\frac{(2k)!}{(2n + 2k + 1)!} = \frac{(2k - 1)!}{(2n + 2k)!} - (2n + 1) \frac{(2k - 1)!}{(2n + 2k + 1)!} \quad (n, k \in \mathbb{N}),
\]

we can obtain the following yet another series representation for \( \zeta(2n + 1) \) by applying (2.10) and (2.23):

\[
\zeta(2n + 1) = (-1)^n \frac{2 \cdot (2\pi)^{2n}}{(2n - 1)! 2^{2n} + 1} \left[ \sum_{k=1}^{n-1} \frac{(-1)^{k-1} k}{(2n - 2k)!} \frac{\zeta(2k + 1)}{\pi^{2k}} \right] + \sum_{k=0}^{\infty} \frac{(2k)!}{(2n + 2k + 1)!} \frac{\zeta(2k)}{2^{2k}} \quad (n \in \mathbb{N}),
\]

which provides a significantly simpler (and much more rapidly convergent) version of the following other main result of Cvijović and Klinowski [21, p. 1265, Theorem B]:

\[
\zeta(2n + 1) = (-1)^n \frac{2 \cdot (2\pi)^{2n}}{(2n)!} \sum_{k=0}^{\infty} \Omega_{n,k} \frac{\zeta(2k)}{2^{2k}} \quad (n \in \mathbb{N}),
\]

where the coefficients \( \Omega_{n,k} \) \((n \in \mathbb{N}; \ k \in \mathbb{N}_0)\) are given explicitly as a finite sum of Bernoulli numbers [21, p. 1265, Theorem B(i)] (see, for details, Srivastava [75, pp. 393-394]):

\[
\Omega_{n,k} := \sum_{j=0}^{2n} \frac{(2n)}{j} \frac{B_{2n-j}}{(j + 2k + 1) (j + 1) 2^j} \quad (n \in \mathbb{N}; \ k \in \mathbb{N}_0).
\]
3. Further Classes of Rapidly Convergent Series for $\zeta(2n + 1)$ ($n \in \mathbb{N}$)

We begin this section once again from the identity (2.1) with (of course) $a = 1$, $t = \pm 1/m$, and $s$ replaced by $s + 1$. Thus, by applying (2.2), we find yet another class of series identities including, for example,

$$\sum_{k=1}^{\infty} \frac{(s + 1)_{2k}}{(2k)!} \frac{\zeta(s + 2k)}{2^{2k}} = (2^s - 2) \zeta(s)$$

(3.1)

and

$$\sum_{k=1}^{\infty} \frac{(s + 1)_{2k}}{(2k)!} \frac{\zeta(s + 2k)}{m^{2k}}$$

$$= \frac{1}{2m} \left[ m (m^s - 3) \zeta(s) + (m^{s+1} - 1) \zeta(s + 1) - 2 \zeta(s + 1, \frac{1}{m}) \right]$$

$$- \sum_{j=2}^{m} \left\{ m \zeta(s, \frac{j}{m}) + \zeta(s + 1, \frac{j}{m}) \right\} \quad (m \in \mathbb{N} \setminus \{1, 2\}).$$

(3.2)

In fact, it is the series identity (3.1) which was first applied by Zhang and Williams [112] (and, subsequently, by Cvijović and Klinowski [21]) with a view to proving two (only seemingly different) versions of the series representation (2.25). Indeed, if we appeal to (3.2) with $m = 4$, we can derive the following much more rapidly convergent series representation for $\zeta(2n + 1)$ (see [74, p. 9, Equation (41)]):

$$\zeta(2n + 1) = (-1)^n \frac{2 \cdot (2\pi)^{2n}}{n (2^{2n+1} + 2^{2n} - 1)} \left[ \frac{4^{n-1} - 1}{(2n)!} B_{2n} \log 2 \right.$$

$$- \frac{2^{2n-1} - 1}{2 (2n - 1)!} \zeta'(1 - 2n) - \frac{4^{2n-1} - 1}{(2n - 1)!} \zeta' \left(1 - 2n, \frac{1}{4}\right)$$

$$+ \sum_{k=1}^{n-1} \frac{(-1)_{k-1} k \zeta(2k + 1)}{(2n - 2k)! \left(\frac{1}{2} \pi\right)^{2k}} + \sum_{k=0}^{\infty} \frac{(2k)!}{(2n + 2k)!} \frac{\zeta(2k)}{4^{2k}} \right] \quad (n \in \mathbb{N}),$$

(3.3)

where (and in what follows) a prime denotes the derivative of $\zeta(s)$ or $\zeta(s, a)$ with respect to $s$.

By means of the identities (2.24) and (2.26), the results (2.12) and (3.3) would lead us eventually to the following additional series representations for $\zeta(2n + 1)$ ($n \in \mathbb{N}$) (see [74, p. 10, Equations (42) and (43)]):

$$\zeta(2n + 1) = (-1)^{n-1} \left(\frac{\pi}{2}\right)^{2n} \left[ \frac{\zeta(2n + 1) - \log \left(\frac{1}{2} \pi\right)}{(2n + 1)!} \right.$$  

$$+ \frac{2^{2n+1} - 1}{(2n + 1)!} \zeta' (-2n - 1) - \frac{2^{4n+3}}{(2n + 1)!} \zeta' \left(-2n - 1, \frac{1}{4}\right)$$

$$+ \sum_{k=1}^{n-1} \frac{(-1)^k k \zeta(2k + 1)}{(2n - 2k + 1)! \left(\frac{1}{2} \pi\right)^{2k}} + 2 \sum_{k=1}^{\infty} \frac{(2k - 1)!}{(2n + 2k + 1)!} \frac{\zeta(2k)}{4^{2k}} \right] \quad (n \in \mathbb{N})$$

(3.4)
and
\[
\zeta(2n+1) = (-1)^n \frac{4 \cdot (2\pi)^{2n}}{n \cdot 4^{2n+1} - 2^{2n} + 1} \left[ \frac{2^{2n+1} - 1}{2^{2n+1}} \zeta'(-2n-1) + \frac{4^{2n+1}}{(2n)!} \zeta'(-2n-1) + \frac{2}{(2n+1)!} \right. \\
+ \frac{4^{2n+1}}{(2n)!} \zeta'(-2n-1, \frac{1}{4}) - \frac{(2n+1)(4^n - 1)}{2(n+2)!} B_{2n+2} \log 2 \\
+ \frac{n-1}{2(n-2k+1)!} \zeta(2k+1) \left( \frac{2k+1}{(\pi^2)^{2k}} + \frac{2^n}{(2n+2k+1)!} \sum_{k=0}^{\infty} \frac{(2k)!}{(2n+2k+1)!} \zeta(2k) \right) (n \in \mathbb{N}).
\]

(3.5)

Explicit expressions for the derivatives \(\zeta'(-2n \pm 1)\) and \(\zeta'(-2n \pm 1, \frac{1}{4})\), which are involved in the series representations (3.3), (3.4) and (3.5), can be found and substituted into these results in order to represent \(\zeta(2n+1)\) in terms of Bernoulli numbers and polynomials and various rapidly convergent series of the \(\zeta\)-functions (see, for details, the work by Srivastava [74, Section 3]).

Out of the four seemingly analogous results (2.12), (3.3), (3.4) and (3.5), the infinite series in (3.4) would obviously converge most rapidly, with its general term having the order estimate:

\[
O(k^{-2n^2 - 1} \cdot 4^{-2k}) \quad (k \to \infty; \ n \in \mathbb{N}).
\]

Now, from the work by Srivastava and Tsumura [100], we recall the following three new members of the class of the series representations (2.12) and (3.4):

\[
\zeta(2n+1) = (-1)^{n-1} \left( \frac{2\pi}{3} \right)^{2n} \left[ \frac{H_{2n+1} - \log \left( \frac{\pi}{3} \right)}{(2n+1)!} + \frac{(3^{2n+2} - 1) \pi}{2\sqrt{3}(2n+2)!} B_{2n+2} \\
+ \frac{(-1)^{n-1}}{\sqrt{3}(2\pi)^{2n+1}} \zeta \left( \frac{2n+2, \frac{1}{3}}{4} \right) \\
+ \sum_{k=1}^{\infty} \frac{(-1)^k}{(2n-2k+1)!} \zeta(2k+1) \left( \frac{2k+1}{(\pi^2)^{2k}} + \frac{2^n}{(2n+2k+1)!} \sum_{k=1}^{\infty} \frac{(2k-1)!}{(2n+2k+1)!} \zeta(2k) \right) \right] (n \in \mathbb{N}),
\]

(3.6)

\[
\zeta(2n+1) = (-1)^{n-1} \left( \frac{\pi}{2} \right)^{2n} \left[ \frac{H_{2n+1} - \log \left( \frac{\pi}{4} \right)}{(2n+1)!} + \frac{2^n (3^{2n+2} - 1) \pi}{(2n+2)!} B_{2n+2} \\
+ \frac{(-1)^{n-1}}{2 \cdot (2\pi)^{2n+1}} \zeta \left( \frac{2n+2, \frac{1}{4}}{4} \right) \\
+ \sum_{k=1}^{\infty} \frac{(-1)^k}{(2n-2k+1)!} \zeta(2k+1) \left( \frac{2k+1}{(\pi^2)^{2k}} + \frac{2^n}{(2n+2k+1)!} \sum_{k=1}^{\infty} \frac{(2k-1)!}{(2n+2k+1)!} \zeta(2k) \right) \right] (n \in \mathbb{N}),
\]

(3.7)

and

\[
\zeta(2n+1) = (-1)^{n-1} \left( \frac{\pi}{3} \right)^{2n} \left[ \frac{H_{2n+1} - \log \left( \frac{\pi}{3} \right)}{(2n+1)!} + \frac{2^n (3^{2n+2} - 1) \pi}{\sqrt{3}(2n+2)!} B_{2n+2} \\
+ \frac{(-1)^{n-1}}{2\sqrt{3}(2\pi)^{2n+1}} \left\{ \zeta \left( \frac{2n+2, \frac{1}{3}}{4} \right) + \zeta \left( \frac{2n+2, \frac{1}{6}}{4} \right) \right\} \\
+ \sum_{k=1}^{\infty} \frac{(-1)^k}{(2n-2k+1)!} \zeta(2k+1) \left( \frac{2k+1}{(\pi^2)^{2k}} + \frac{2^n}{(2n+2k+1)!} \sum_{k=1}^{\infty} \frac{(2k-1)!}{(2n+2k+1)!} \zeta(2k) \right) \right] \right\} (n \in \mathbb{N}).
\]

(3.8)
The general terms of the infinite series occurring in these three members (3.6), (3.7) and (3.8) have
the following order estimates:

\[ O \left( k^{-2n-2} \cdot m^{-2k} \right) \quad (k \to \infty; \ n \in \mathbb{N}; \ m = 3, 4, 6), \]  

which exhibit the fact that each of these last three series representations (3.6), (3.7), and (3.8)
converges more rapidly than Wilton’s result (2.23) and two of them [cf. Equations (3.7) and (3.8)]
at least as rapidly as Srivastava’s result (3.4).

We next recall that, in their aforementioned work on the Ray-Singer torsion and topological field
theories, Nash and O’Connor ([57] and [58]) obtained a number of remarkable integral expressions
for \( \zeta(3) \), including (for example) the following result [26, p. 1489 et seq.]:

\[ \zeta(3) = \frac{2\pi^2}{7} \log 2 - \frac{8}{7} \int_0^{\pi/2} z^2 \cot zdz. \]  

(3.10)

In fact, by virtue of the following series expansion [24, p. 51, Equation 1.20(3)]:

\[ z \cot z = -2 \sum_{k=0}^{\infty} \zeta(2k) \left( \frac{z}{\pi} \right)^{2k} (|z| < \pi), \]  

(3.11)

the result (3.10) equivalent to the series representation (cf. the work by Dąbrowski [23, p. 202];
see also the paper by Chen and Srivastava [14, p. 191, Equation (3.19)]):

\[ \zeta(3) = \frac{2\pi^2}{7} \log 2 + \frac{16}{7} \int_0^{\pi/2} z \log \sin zdz. \]  

(3.12)

Moreover, if we choose to integrate by parts, we easily find that

\[ \int_0^{\pi/2} z^2 \cot zdz = -2 \int_0^{\pi/2} z \log \sin zdz, \]  

(3.13)

so that the result (3.10) is equivalent also to the following integral representation:

\[ \zeta(3) = \frac{2\pi^2}{7} \log 2 + \frac{16}{7} \int_0^{\pi/2} z \log \sin zdz, \]  

(3.14)

which was proven in the aforementioned 1772 paper by Euler (cf., e.g., [7, p. 1084]).

Furthermore, since

\[ iz \coth z = \frac{2}{e^{\pi z} - 1} + 1 \quad (i := \sqrt{-1}), \]  

(3.15)

by replacing \( z \) in the known expansion (3.11) by \( \frac{1}{2} iz \pi \), it is easily seen that (cf., e.g., [27, p. 25];
see also [24, p. 51, Equation 1.20(1)])

\[ \frac{\pi z}{e^{\pi z} - 1} + \frac{\pi z}{2} = \sum_{k=0}^{\infty} \frac{(-1)^{k+1} \zeta(2k)}{2^{2k-1}} z^{2k} \quad (|z| < 2). \]  

(3.16)

Upon setting \( z = it \) in (3.16), multiplying both sides by \( t^{m-1} \ (m \in \mathbb{N}) \), and then integrating
the resulting equation from \( t = 0 \) to \( t = \tau \ (0 < \tau < 2) \), Srivastava [54] derived the following series
representations for \( \zeta(2n+1) \) (see also the work by Srivastava et al. [91]):

\[ \zeta(2n+1) = (-1)^{n-1} \frac{(2\pi)^{2n}}{(2n)! (2^{2n+1}+1)} \cdot \left[ \log 2 + \sum_{j=1}^{n-1} (-1)^j \left( \frac{2n}{2j} \right) \frac{(2j)! (2^{2j}-1)}{(2\pi)^{2j}} \zeta(2j+1) + \sum_{k=0}^{\infty} \frac{\zeta(2k)}{(k+n) 2^{2k}} \right] \quad (n \in \mathbb{N}) \]  

(3.17)
and
\[ \zeta(2n + 1) = (-1)^{n-1} \frac{(2\pi)^{2n}}{(2n+1)! (2^{2n} - 1)} \cdot \left[ \log 2 + \sum_{j=1}^{n-1} (-1)^j \frac{(2n+1)(2j+1)}{2j} \zeta(2j+1) + \sum_{k=0}^{\infty} \frac{\zeta(2k)}{(k+n+\frac{1}{2})2^{2k}} \right] \quad (n \in \mathbb{N}). \]  

(3.18)

Upon setting \( n = 1 \), (3.18) immediately reduces to the following series representation for \( \zeta(3) \):
\[ \zeta(3) = \frac{2\pi^2}{9} \left( \log 2 + \sum_{k=0}^{\infty} \frac{\zeta(2k)}{(2k+3)2^{2k}} \right), \]

(3.19)

which was proven independently by (among others) Glasser [33, p. 446, Equation (12)], Zhang and Williams [112, p. 1585, Equation (2.13)], and Dąbrowski [23, p. 206] (see also the work by Chen and Srivastava [14, p. 183, Equation (2.15)]). Furthermore, a special case of (3.17) when \( n = 1 \) yields (cf. Dąbrowski [23, p. 202]; see also Chen and Srivastava [14, 5, p. 191, Equation (3.19)])
\[ \zeta(3) = \frac{2\pi^2}{7} \left( \log 2 + \sum_{k=0}^{\infty} \frac{\zeta(2k)}{(k+1)2^{2k}} \right). \]

(3.20)

In fact, in view of the following familiar sum:
\[ \sum_{k=0}^{\infty} \frac{\zeta(2k)}{(2k+1)2^{2k}} = -\frac{1}{2} \log 2, \]

(3.21)

Euler's formula (1.6) is indeed a rather simple consequence of (3.20).

In passing, we find it worthwhile to remark that an integral representation for \( \zeta(2n + 1) \), which is easily seen to be equivalent to the series representation (3.17), was given by Dąbrowski [23, p. 203, Equation (16)], who [23, p. 206] mentioned the existence of (but did not fully state) the series representation (3.18) as well. The series representation (3.17) was derived also in a paper by Borwein et al. (cf. [11, p. 269, Equation (57)]).

By suitably combining the series occurring in (3.12), (3.19) and (3.21), it is not difficult to deduce several other series representations for \( \zeta(3) \), which are analogous to Euler's formula (1.6). More generally, since
\[ \frac{\lambda k^2 + \mu k + \nu}{(2k+2n-1)(2k+2n)(2k+2n+1)} = \frac{A}{2k+2n-1} + \frac{B}{2k+2n} + \frac{C}{2k+2n+1}, \]

(3.22)

where, for convenience,
\[ A = A_n(\lambda, \mu, \nu) := \frac{1}{2} \left[ \lambda n^2 - (\lambda + \mu) n + \frac{1}{4} (\lambda + 2\mu + 4\nu) \right], \]

(3.23)
\[ B = B_n(\lambda, \mu, \nu) := -\left( \lambda n^2 - \mu n + \nu \right) \]

(3.24)

and
\[ C = C_n(\lambda, \mu, \nu) := \frac{1}{2} \left[ \lambda n^2 + (\lambda - \mu) n + \frac{1}{4} (\lambda - 2\mu + 4\nu) \right]. \]

(3.25)
By applying (3.17), (3.18), and another result (proven by Srivastava [76, p. 341, Equation (3.17)]):
\[
\sum_{j=1}^{n} (-1)^{j-1} \binom{2n+1}{2j} \frac{(2j)!}{(2\pi)^{2j}} \zeta(2j+1) 
= \log 2 + \sum_{k=0}^{\infty} \frac{\zeta(2k+1)}{(k+n+\frac{1}{2}) \pi^{2k}} \quad (n \in \mathbb{N}_0),
\]
with \(n\) replaced by \(n-1\), Srivastava [76] derived the following unification of a large number of known (or new) series representations for \(\zeta(2n+1)\) \((n \in \mathbb{N})\), including (for example) Euler’s formula (1.6):
\[
\zeta(2n+1) = \frac{(-1)^{n-1} (2\pi)^{2n}}{(2n)!} \{\frac{(2^{2n}+1)}{B(n+1)(2^{2n}-1)}C \}
\times \left[ \frac{1}{4} \log 2 + \sum_{j=1}^{n-1} (-1)^j \binom{2n-1}{2j-2} \left\{ 2j(2j-1)A + [\lambda(4n-1) - 2\mu]nj + \lambda n \left( n + \frac{1}{2} \right) \right\} \right.
\times \left\{ \frac{(2j-2)!}{(2\pi)^{2j}} \zeta(2j+1) \right. 
+ \sum_{k=0}^{\infty} \frac{\lambda k^2 + \mu k + \nu}{(2k+2n-1)(k+n)(2k+2n+1)2^{2k}} \right\} \quad (n \in \mathbb{N}; \lambda, \mu, \nu \in \mathbb{C}),
\]
where \(A, B, C\) are given by (3.23), (3.24) and (3.25), respectively.

Numerous other interesting series representations for \(\zeta(2n+1)\), which are analogous to (3.17) and (3.18), were also given by Srivastava et al. [91].

4. Illustrative Examples and Computationally Useful Deductions

In this section, we suitably specialize the parameter \(\lambda, \mu, \nu\) in (3.27) and then apply a rather elaborate scheme. We thus eventually arrive at the following remarkably rapidly convergent series representation for \(\zeta(2n+1)\) \((n \in \mathbb{N})\), which was derived by Srivastava [76, pp. 348–349, Equation (3.50)]:
\[
\zeta(2n+1) = (-1)^{n-1} \frac{(2\pi)^{2n}}{(2n)!} \sum_{j=1}^{n-1} (-1)^j \left\{ \binom{2n-1}{2j} - \binom{2n+2}{2j} + 6n \binom{2n-1}{2j} \right\} - \frac{(2^{2n+3} - 1)}{2^{2n}} \zeta(2j+1) \cdot 4.1 
\]
\[
+ 12 \sum_{k=0}^{\infty} \frac{(2k+2n-1)(2k+2n)(2k+2n+1)(2k+2n+2)(2k+2n+3)2^{2k}}{(2k+2n+1)(2k+2n+3)2^{2k}} \quad (n \in \mathbb{N}),
\]
where, for convenience,
\[
\Delta_n := \left\{ \frac{1}{3} \left( 2^{2n+1} - 1 \right) \right\} - \left\{ 2^{2n+1} - 2n \right\} \left\{ 2^{2n+2} + n(2n-3)(2^{2n}-1) \right\},
\]
\[
\xi_n := \left\{ \frac{1}{3} \left( 2^{2n+1} - 1 \right) \right\} - \left\{ 2^{2n+1} - 2n \right\} \left\{ 2^{2n+2} + n(2n-3)(2^{2n}-1) \right\},
\]
\[
\eta_n := \left\{ \frac{1}{3} \left( 2^{2n+1} - 1 \right) \right\} - \left\{ 2^{2n+1} - 2n \right\} \left\{ 2^{2n+2} + n(2n-3)(2^{2n}-1) \right\},
\]
\[
\zeta(2k) := \left\{ \frac{1}{3} \left( 2^{2n+1} - 1 \right) \right\} - \left\{ 2^{2n+1} - 2n \right\} \left\{ 2^{2n+2} + n(2n-3)(2^{2n}-1) \right\}.
\]
\[ \xi_n := 2 \left\{ (2n - 5) 2^{2n+2} - 2n + 1 \right\} \]

and

\[ \eta_n := (4n^2 - 4n - 7) 2^{2n+2} - (2n + 1)^2. \]

In its special case when \( n = 1 \), the result (4.1) yields the following (rather curious) series representation:

\[ \zeta(3) = -\frac{6\pi^2}{23} \sum_{k=0}^{\infty} \frac{(98k + 121) \zeta(2k)}{(2k + 1)(2k + 2)(2k + 3)(2k + 4)(2k + 5) 2^{2k}}, \]

where the series obviously converges much more rapidly than that in each of the celebrated results (1.6) and (1.7).

An interesting companion of (4.5) in the following form:

\[ \zeta(3) = -\frac{120}{1573} \pi^2 \sum_{k=0}^{\infty} \frac{8576k^2 + 24286k + 17283}{(2k + 1)(2k + 2)(2k + 3)(2k + 4)(2k + 5)(2k + 6)(2k + 7)} \frac{\zeta(2k)}{2^{2k}}, \]

was deduced by Srivastava and Tsumura [103], who indeed presented an inductive construction of several general series representations for \( \zeta(2n + 1) \) (\( n \in \mathbb{N} \)) (see also [101]).

5. Symbolic Computations and Numerical Verification:

Use of Mathematica (Version 4.0)

Here, in this section, we first summarize the results of numerical verification and symbolic computations with the series in (4.5) by using Mathematica (Version 4.0) for Linux:

\[ \text{In}[1] := (98k + 121) \text{Zeta}[2k] / ((2k + 1)(2k + 2)(2k + 3)(2k + 4)(2k + 5) 2^7(2k)) \]

\[ \text{Out}[1] = \frac{(121 + 98k) \text{Zeta}[2k]}{2^{2k}(1 + 2k)(2 + 2k)(3 + 2k)(4 + 2k)(5 + 2k)} \]

\[ \text{In}[2] := \text{Sum}[%\, \text{, \{k, 1, \infty\}}] \text{ // Simplify} \]

\[ \text{Out}[2] = \frac{121}{240} - \frac{23 \text{Zeta}[3]}{6\pi^2} \]

\[ \text{In}[3] := \text{N}[%] \]

\[ \text{Out}[3] = 0.0372903 \]

\[ \text{In}[4] := \text{Sum}[\text{N}[\%1] \text{ // Evaluate, \{k, 1, 50\}}] \]

\[ \text{Out}[4] = 0.0372903 \]

\[ \text{In}[5] := \text{N \text{Sum}[\%1 // Evaluate, \{k, 1, \infty\}] \]}

\[ \text{Out}[5] = 0.0372903 \]

Since

\[ \zeta(0) = -\frac{1}{2}, \]
Out[2] evidently validates the series representation (4.5) symbolically. Furthermore, our numerical computations in Out[3], Out[4], and Out[5], together, exhibit the fact that only 50 terms (k = 1 to k = 50) of the series in (4.5) can produce an accuracy of as many as seven decimal places.

Our symbolic computations and numerical verifications with the series in (4.6) using Mathematica (Version 4.0) for Linux lead us to the following table:

<table>
<thead>
<tr>
<th>Number of Terms</th>
<th>Precision of Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>50</td>
<td>38</td>
</tr>
<tr>
<td>98</td>
<td>69</td>
</tr>
</tbody>
</table>

As a matter of fact, since the general term of the series in (4.6) has the following order estimate:

\[ O \left( 2^{-2k} \cdot k^{-5} \right) \quad (k \to \infty) \]

for getting \( p \) exact digits, we must have

\[ 2^{-2k} \cdot k^{-5} < 10^{-p}. \]

Upon solving this inequality symbolically, we find that

\[ k \cong \frac{5 \log 4 \text{ProductLog}\left(\frac{10^{p/5} \log 4}{5}\right)}{\log 4}, \]

where the function ProductLog (also known as Lambert’s function) is the solution of the equation:

\[ xe^x = a. \]

Some relevant details about the symbolic computations and numerical verification with the series in (4.6) using Mathematica (Version 4.0) for Linux are being summarized below.

In [1]:= expr = (8576k^-2 + 24286k + 17283) Zeta[2k] / ((2k + 1) (2k + 2) (2k + 3) (2k + 4) (2k + 5) (2k + 6) (2k + 7) 2^7 (2k))

Out [1] = \[ \frac{(17283 + 24286k + 8576k^2)}{2^{2k} (1 + 2k) (2 + 2k) (3 + 2k) (4 + 2k) (5 + 2k) (6 + 2k) (7 + 2k)} \text{Zeta}[2k] \]

In [2] := Sum[expr, \{k, 0, \infty\}] // Simplify

Out [2] = -\[ \frac{1573}{120\pi^2} \text{Zeta}[3] \]

In [3] := N[-1573/\(120\pi^2\) Zeta[3], 50]

Out [3] = 4.00751120011 \cdot 10^{-38}
In [4] := N \left[ \frac{-1573}{(120 \pi^2)} \right] Zeta[3], 100

- Sum [expr, {k, 0, 50}]

Out [4] = 4.0075112001 <skip> 3481 \cdot 10^{-38}

Thus, clearly, the result does not change appreciably when we increase the precision of computation of the symbolic result from 50 to 100. This is expected, because of the following numerical computation of the last term for \( k = 50 \):

In [5] := N [expr, k \rightarrow 50, 50]

Out [5] = 1.360853037492237681443887454551514233575702860179 \cdot 10^{-37}

5. The Hurwitz-Lerch Zeta Function \( \Phi(z, s, a) \): Extensions, Generalizations and Other Closely-Related Functions

Several potentially useful and computationally friendly foregoing developments (which we have attempted to present here in a rather concise form) have essentially motivated a large number of further investigations on the subject, not only involving the Riemann Zeta function \( \zeta(s) \), the Hurwitz (or generalized) Zeta function \( \zeta(s, a) \) (and their such relatives as the multiple Zeta functions and the multiple Gamma functions), as well as the Dirichlet \( L \)-functions \( L(2n, \chi) \) and \( L(2n + 1, \chi) \) (see, for details, [102]), but indeed also the substantially general Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) defined by (cf., e.g., [24, p. 27, Eq. 1.11 (1)]; see also [83, p. 121, et seq.])

\[
\Phi(z, s, a) := \sum_{n=0}^{\infty} \frac{z^n}{(n + a)^s} \tag{6.1}
\]

\( (a \in \mathbb{C} \setminus \mathbb{Z}^{-}; \ s \in \mathbb{C} \text{ when } |z| < 1; \ \Re(s) > 1 \text{ when } |z| = 1) \).

Just as in the cases of the Riemann Zeta function \( \zeta(s) \) and the Hurwitz (or generalized) Zeta function \( \zeta(s, a) \), the Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) can be continued meromorphically to the whole complex \( s \)-plane, except for a simple pole at \( s = 1 \) with its residue 1. It is also known that [24, p. 27, Equation 1.11 (3)]

\[
\Phi(z, s, a) = \frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{t^{s-1} e^{-at}}{1 - ze^{-t}} dt = \frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{t^{s-1} e^{-(a-1)t}}{e^z - z} dt \tag{6.2}
\]

\( (\Re(a) > 0; \ \Re(s) > 0 \text{ when } |z| \leq 1 (z \neq 1); \ \Re(s) > 1 \text{ when } z = 1) \).

The Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) defined by (6.1) contains, as its special cases, not only the Riemann Zeta function \( \zeta(s) \) and the Hurwitz (or generalized) Zeta function \( \zeta(s, a) \) [cf. Equations (1.1) and (1.2)]:

\[
\zeta(s) = \Phi(1, s, 1) \quad \text{and} \quad \zeta(s, a) = \Phi(1, s, a) \tag{6.3}
\]

and the Lerch Zeta function \( \ell_s(\xi) \) defined by (see, for details, [24, Chapter I] and [83, Chapter 2])

\[
\ell_s(\xi) := \sum_{n=1}^{\infty} \frac{e^{2\pi i \xi}}{n^s} = e^{2\pi i \xi} \Phi(e^{2\pi i \xi}, s, 1) \tag{6.4}
\]
but also such other important functions of Analytic Function Theory as the Polylogarithmic function (or de Jonquière’s function) $L_i(z)$:

$$L_i(z) := \sum_{n=0}^{\infty} \frac{z^n}{n^s} = z \Phi(z, s, 1)$$  \hspace{1cm} (6.5)

and the Lipschitz-Lerch Zeta function (cf. [83, p. 122, Eq. 2.5 (11)]):

$$\phi(\xi, a, s) := \sum_{n=0}^{\infty} \frac{e^{2\pi i \xi}}{(n+a)^s} = \Phi(e^{2\pi i \xi}, s, a) =: L(\xi, s, a)$$  \hspace{1cm} (6.6)

Motivated essentially by the sum-integral representations (6.7) and (6.8), a generalization of the Hurwitz-Lerch Zeta function $\Phi(z, s, a)$ was introduced and investigated by Lin and Srivastava [52, p. 727, Eq. (8)] in the following form [52, p. 727, Eq. (8)]:

$$\Phi(\rho, \sigma)_{\mu, \nu}(z, s, a) := \sum_{n=0}^{\infty} \frac{z^n}{(n + a)^s} \left( \frac{\mu}{\nu} \right)^{\rho n}$$  \hspace{1cm} (6.9)

Motivated essentially by the sum-integral representations (6.7) and (6.8), a generalization of the Hurwitz-Lerch Zeta function $\Phi(z, s, a)$ was introduced and investigated by Lin and Srivastava [52, p. 727, Eq. (7)] in the following form [52, p. 727, Eq. (7)]:

$$\Phi(\rho, \sigma)(z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \int_0^{\infty} \frac{t^{s-1} e^{-(a+j)t}}{1 - e^{-kt}} dt$$  \hspace{1cm} (6.7)

which, for $k = 2$, was given earlier by Nishimoto et al. [60, p. 94, Theorem 4]. A straightforward generalization of the sum-integral representation (6.7) was given subsequently by Lin and Srivastava [52, p. 727, Eq. (7)] in the form:

$$\Phi(z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \int_0^{\infty} \frac{t^{s-1} e^{-(a+j)t}}{1 - e^{-kt}} dt$$  \hspace{1cm} (6.8)

Motivated essentially by the sum-integral representations (6.7) and (6.8), a generalization of the Hurwitz-Lerch Zeta function $\Phi(z, s, a)$ was introduced and investigated by Lin and Srivastava [52, p. 727, Eq. (8)] in the following form [52, p. 727, Eq. (8)]:

$$\Phi(\rho, \sigma)(z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \int_0^{\infty} \frac{t^{s-1} e^{-(a+j)t}}{1 - e^{-kt}} dt$$  \hspace{1cm} (6.7)

which, for $k = 2$, was given earlier by Nishimoto et al. [60, p. 94, Theorem 4]. A straightforward generalization of the sum-integral representation (6.7) was given subsequently by Lin and Srivastava [52, p. 727, Eq. (7)] in the form:

$$\Phi(z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \int_0^{\infty} \frac{t^{s-1} e^{-(a+j)t}}{1 - e^{-kt}} dt$$  \hspace{1cm} (6.8)

Motivated essentially by the sum-integral representations (6.7) and (6.8), a generalization of the Hurwitz-Lerch Zeta function $\Phi(z, s, a)$ was introduced and investigated by Lin and Srivastava [52, p. 727, Eq. (8)] in the following form [52, p. 727, Eq. (8)]:

$$\Phi(\rho, \sigma)(z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \int_0^{\infty} \frac{t^{s-1} e^{-(a+j)t}}{1 - e^{-kt}} dt$$  \hspace{1cm} (6.7)

where $\lambda_\nu$ denotes the Pochhammer symbol defined in conjunction with (2.1) and (2.2). Clearly, we find from the definition (6.9) that

$$\Phi(\lambda_\nu)(z, s, a) = \Phi(0, 0)(z, s, a) = \Phi(z, s, a)$$  \hspace{1cm} (6.10)
and

$$\Phi^{(1,1)}_{\mu,1}(z, s, a) = \Phi^*_\mu(z, s, a) := \sum_{n=0}^{\infty} \frac{(\mu)_n}{n!} \frac{z^n}{(n+a)^s} \quad (6.11)$$

$$\mu \in \mathbb{C}; \ a \in \mathbb{C} \setminus \mathbb{Z}_0^-; \ s \in \mathbb{C} \text{ when } |z| < 1; \ \Re(s - \mu) > 1 \text{ when } |z| = 1,$$

where, as already noted by Lin and Srivastava [52], $\Phi^*_\mu(z, s, a)$ is a generalization of the Hurwitz-Lerch Zeta function considered by Goyal and Laddha [35, p. 100, Equation (1.5)]. For further results involving these classes of generalized Hurwitz-Lerch Zeta functions, see the recent works by Garg et al. [31] and Lin et al. [53].

A generalization of the above-defined Hurwitz-Lerch Zeta functions $\Phi(z, s, a)$ and $\Phi^*_\mu(z, s, a)$ was studied by Garg et al. [30] in the following form [30, p. 313, Eq. (1.7)]:

$$\Phi_{\lambda,\mu,\nu}(z, s, a) := \sum_{n=0}^{\infty} \frac{(\lambda)_n(\mu)_n}{(\nu)_n n!} \frac{z^n}{(n+a)^s} \quad (6.12)$$

$$\lambda, \mu \in \mathbb{C}; \ \nu, a \in \mathbb{C} \setminus \mathbb{Z}_0^-; \ s \in \mathbb{C} \text{ when } |z| < 1; \ \Re(s + \nu - \lambda - \mu) > 1 \text{ when } |z| = 1.$$

By comparing the definitions (6.9) and (6.11), it is easily observed that the function $\Phi_{\lambda,\mu,\nu}(z, s, a)$ studied by Garg et al. [30] does not provide a generalization of the function $\Phi^*_{\mu,\sigma}(z, s, a)$ which was introduced earlier by Lin and Srivastava [52]. Indeed, for $\lambda = 1$, the function $\Phi_{\lambda,\mu,\nu}(z, s, a)$ coincides with a special case of the function $\Phi^*_{\mu,\sigma}(z, s, a)$ when $\rho = \sigma = 1$.

For the Riemann-Liouville fractional derivative operator $D^\mu_x$ defined by (see, for example, [25, p. 181], [65] and [50, p. 70 et seq.])

$$D^\mu_x \{ f(z) \} := \begin{cases} \frac{1}{\Gamma(-\mu)} \int_0^z (z - t)^{-\mu - 1} f(t) \, dt & (\Re(\mu) < 0) \\ \frac{d^m}{dz^m} D^\mu_x \{ f(z) \} & (m - 1 \leq \Re(\mu) < m \ (m \in \mathbb{N})) \end{cases} \quad (6.13)$$

it is known that

$$D^\mu_x \{ z^\lambda \} = \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda - \mu + 1)} z^{\lambda - \mu} \quad (\Re(\lambda) > -1), \quad (6.14)$$

which, in view of the definition (6.9), yields the following fractional derivative formula for the generalized Hurwitz-Lerch Zeta function $\Phi_{\mu,\nu,\sigma}^*(z, s, a)$ with $\rho = \sigma$ [52, p. 730, Eq. (24)]:

$$D^\mu_x \{ z^{\nu-1} \Phi(z^\sigma, s, a) \} = \frac{\Gamma(\mu)}{\Gamma(\nu)} z^{\nu - 1} \Phi_{\mu,\nu,\sigma}^*(z^\sigma, s, a) \quad (6.15)$$

$$\Re(\mu) > 0; \ \sigma \in \mathbb{R^+}.$$
Hurwitz-Lerch function $\Phi(z, s, a)$. Moreover, it is easily deduced from the fractional derivative formula (6.14) that

$$
\Phi_{\lambda, \mu, \nu}(z, s, a) = \frac{\Gamma(\nu)}{\Gamma(\lambda)} \ z^{1-\lambda} \ D_z^{\lambda-\nu} \ \left\{ z^{\lambda-1} \ \Phi_{\mu}^*(z, s, a) \right\} = \frac{\Gamma(\nu)}{\Gamma(\lambda)\Gamma(\mu)} \ z^{1-\lambda} \ D_z^{\lambda-\nu} \ \left\{ z^{\lambda-1} \ \Phi_{\mu}^*(z, s, a) \right\} ,
$$

which exhibits the hitherto unnoticed fact that the function $\Phi_{\lambda, \mu, \nu}(z, s, a)$ studied by Garg et al. [30] is essentially a consequence of the classical Hurwitz-Lerch Zeta function $\Phi(z, s, a)$ when we apply the Riemann-Liouville fractional derivative operator $D_z^\mu$ two times as indicated above (see also [98]). Many other explicit representations for $\Phi_{\mu}^*(z, s, a)$ and $\Phi_{\mu, \nu, \sigma}^*(z, s, a)$, including a potentially useful Eulerian integral representation of the first kind [52, p. 731, Eq. (28)], were proven by Lin and Srivastava [52].

A multiple (or, simply, n-dimensional) Hurwitz-Lerch Zeta function $\Phi_n(z, s, a)$ was studied recently by Choi et al. [16, p. 66, Eq. (6)]. Răducanu and Srivastava (see [62] and the references cited therein), on the other hand, made use of the Hurwitz-Lerch Zeta function $\Phi(z, s, a)$ in defining a certain linear convolution operator in their systematic investigation of various analytic function classes in Geometric Function Theory in Complex Analysis. Furthermore, Gupta et al. [37] revisited the study of the familiar Hurwitz-Lerch Zeta distribution by investigating its structural properties, reliability properties and statistical inference. These investigations by Gupta et al. [37] and others (see, for example, [77], [83], [89] and [90]), fruitfully using the Hurwitz-Lerch Zeta function $\Phi(z, s, a)$ and some of its above-mentioned generalizations, motivated Srivastava et al. [98] to present a further generalization and analogous investigation of a new family of Hurwitz-Lerch Zeta functions defined in the following form [98, p. 491, Equation (1.20)]:

$$
\Phi_{\lambda, \mu, \nu}^{(\rho, \sigma, \kappa)}(z, s, a) := \sum_{n=0}^{\infty} \frac{(\lambda)_n (\mu)_n (\sigma)_n}{(\nu)_n \cdot n!} \ z^n \ n! (n + a)^{\kappa}
$$

\begin{align*}
(\lambda, \mu, \nu & \in \mathbb{C}; \ a, \nu \in \mathbb{C} \setminus \mathbb{Z}_{\leq 0}; \ \rho, \sigma, \kappa \in \mathbb{R}^+; \ \kappa - \rho - \sigma > -1 \ \text{when} \ s, z \in \mathbb{C}; \ k - \rho - \sigma = -1 \ \text{and} \ s \in \mathbb{C} \ \text{when} \ |z| < \delta^* := \rho^{-\rho} \sigma^{-\sigma} \kappa^\kappa; \ k - \rho - \sigma = -1 \ \text{and} \ \Re(s + \nu - \lambda - \mu) > 1 \ \text{when} \ |z| = \delta^*).}
\end{align*}

For the above-defined function in (6.18), Srivastava et al. [98] established various integral representations, relationships with the $\Pi$-function which is defined by means of a Mellin-Barnes type contour integral (see, for example, [95] and [98]), fractional derivative and analytic continuation formulas, as well as an extension of the generalized Hurwitz-Lerch Zeta function $\Phi_{\lambda, \mu, \nu}^{(\rho, \sigma, \kappa)}(z, s, a)$ in (6.18). This natural further extension and generalization of the function $\Phi_{\lambda, \mu, \nu}^{(\rho, \sigma, \kappa)}(z, s, a)$ was indeed accomplished by introducing essentially arbitrary numbers of numerator and denominator parameters in the definition (6.18). For this purpose, in addition to the symbol $\nabla^*$ defined by

$$
\nabla^* := \left( \prod_{j=1}^{p} \sigma_j^{-\rho_j} \right) \cdot \left( \prod_{j=1}^{q} \sigma_j^{\mu_j} \right),
$$

the following notations will be employed:

$$
\Delta := \sum_{j=1}^{q} \sigma_j - \sum_{j=1}^{p} \rho_j \ \text{and} \ \Xi := s + \sum_{j=1}^{q} \mu_j - \sum_{j=1}^{p} \lambda_j + \frac{p - q}{2}.
$$
Then the extended Hurwitz-Lerch Zeta function
\[
\Phi^{(\rho_1, \cdots, \rho_p, \sigma_1, \cdots, \sigma_q)}_{\lambda_1, \cdots, \lambda_p, \mu_1, \cdots, \mu_q}(z, s, a)
\]
is defined by [98, p. 503, Equation (6.2)] (see also [78])
\[
\Phi^{(\rho_1, \cdots, \rho_p, \sigma_1, \cdots, \sigma_q)}_{\lambda_1, \cdots, \lambda_p, \mu_1, \cdots, \mu_q}(z, s, a) := \sum_{n=0}^{p} \frac{\prod_{j=1}^{p} (\lambda_j)^{n\rho_j}}{n! \prod_{j=1}^{q} (\mu_j)^{n\sigma_j}} \frac{z^n}{(n+a)^s}
\]
(6.21)

\[
(p, q \in \mathbb{N}_0; \lambda_j \in \mathbb{C} (j = 1, \cdots, p); a, \mu_j \in \mathbb{C}\backslash \mathbb{Z}_0 - (j = 1, \cdots, q); \rho_j, \sigma_k \in \mathbb{R}^+ (j = 1, \cdots, p; k = 1, \cdots, q);
\]
\[
\Delta > -1 \text{ when } s, z \in \mathbb{C}; \Delta = -1 \text{ and } s \in \mathbb{C} \text{ when } |z| < \nabla^*; \Delta = -1 \text{ and } \Re(\Xi) > \frac{1}{2} \text{ when } |z| = \nabla^* \).
\]

The special case of the definition (6.21) when \(p-1 = q = 1\) would obviously correspond to the above-investigated generalized Hurwitz-Lerch Zeta function \(\Phi^{(\rho, \sigma, \kappa)}_{\lambda, \mu, \nu}(z, s, a)\) defined by (6.18).

**Remark 1.** If we set
\[
s = 0, \quad p \mapsto p + 1 \quad (\rho_1 = \cdots = \rho_p = 1; \lambda_{p+1} = \rho_{p+1} = 1)
\]
and
\[
q \mapsto q + 1 \quad (\sigma_1 = \cdots = \sigma_q = 1; \mu_{q+1} = \beta; \sigma_{q+1} = \alpha),
\]
then (6.21) reduces to the following generalized M-series which was recently introduced by Sharma and Jain [70] (see also [66] as well as an earlier paper by Sharma [69] for the special case when \(\beta = 1\):
\[
a_p, b_p \quad M_{q}(a_1, \cdots, a_p; b_1, \cdots, b_q; z) := \sum_{k=0}^{\infty} \frac{(a_1)_{k} \cdots (a_p)_{k}}{(b_1)_{k} \cdots (b_q)_{k}} \frac{z^k}{\Gamma(ak + \beta)}
\]
\[
= \frac{1}{\Gamma(\beta)} p^{+1} \Psi^{*}_{q+1} \left[ (a_1, 1), \cdots, (a_p, 1), (1, 1); \right.
\]
\[
\left. (b_1, 1), \cdots, (b_q, 1), (\beta, \alpha) \right] \quad (a_1, \cdots, a_p, \text{ and } q \text{ denominator parameters } b_1, \cdots, b_q \text{ such that}
\]
\[
a_j \in \mathbb{C} (j = 1, \cdots, p) \quad \text{and} \quad b_j \in \mathbb{C}\backslash \mathbb{Z}_0 - (j = 1, \cdots, q),
\]
defined by (see, for details, [24, p. 183] and [94, p. 21]; see also [50, p. 56], [55, p. 30] and [92, p. 19])
\[
p^{\Psi^*}_{q} \left[ (a_1, A_1), \cdots, (a_p, A_p); \right.
\]
\[
(b_1, B_1), \cdots, (b_q, B_q); \left. \right] \quad := \sum_{n=0}^{\infty} \frac{(a_1)_{A_1} \cdots (a_p)_{A_p}}{(b_1)_{B_1} \cdots (b_q)_{B_q}} \frac{z^n}{n!}
\]
\[
= \frac{\Gamma(b_1) \cdots \Gamma(b_q)}{\Gamma(a_1) \cdots \Gamma(a_p)} p^{\Psi^*}_{q} \left[ (a_1, A_1), \cdots, (a_p, A_p); \right.
\]
\[
(b_1, B_1), \cdots, (b_q, B_q); \left. \right] \quad (6.23)
\]
\[
\left( A_j > 0 \ (j = 1, \cdots, p); \ B_j > 0 \ (j = 1, \cdots, q); \ 1 + \sum_{j=1}^{q} B_j - \sum_{j=1}^{p} A_j \geq 0 \right),
\]
where the equality in the convergence condition holds true for suitably bounded values of \(|z|\) given by

\[
|z| < \nabla := \left( \prod_{j=1}^{p} A_j^{-A_j} \right) \cdot \left( \prod_{j=1}^{q} B_j^{B_j} \right).
\]

In the particular case when

\[
A_j = B_k = 1 \quad (j = 1, \cdots, p; \ k = 1, \cdots, q),
\]
we have the following relationship (see, for details, [94, p. 21]):

\[
_{p} \Psi_{q}^{*} \left[ \begin{array}{c}
(a_1, 1), \cdots, (a_p, 1); \\
(b_1, 1), \cdots, (b_q, 1); \\
\end{array} \right]_{z} = _{p} F_{q} \left[ \begin{array}{c}
a_1, \cdots, a_p; \\
b_1, \cdots, b_q; \\
\end{array} \right]_{z} = \frac{\Gamma (b_1) \cdots \Gamma (b_q)}{\Gamma (a_1) \cdots \Gamma (a_p)} \left( \frac{1}{2 \pi i} \int_{\gamma} \chi(s) z^s \, ds \right) (6.24)
\]

in terms of the generalized hypergeometric function \(_{p} F_{q} (p, q \in \mathbb{N}_0)\). Similarly, for the generalized Mittag-Leffler function considered by Kilbas et al. [49], we have the following relationship:

\[
E_{\rho} \left[ (\beta_1, \eta_1), \cdots, (\beta_q, \eta_q); z \right] := \sum_{k=0}^{\infty} \frac{(\rho)_k}{\prod_{j=1}^{q} \Gamma (\eta_j k + \beta_j)} (\rho, 1); \\
(\beta_1, \eta_1), \cdots, (\beta_q, \eta_q); z, (6.25)
\]

Next, in an attempt to derive Feynman integrals in two different ways, which arise in perturbation calculations of the equilibrium properties of a magnetic mode of phase transitions, led naturally to the following generalization of Fox’s \(H\)-function [42, p. 4126] (see also [12] and [41]):

\[
\mathcal{H}(z) = \mathcal{H}_{p,q}^{m,n}[z] = \mathcal{H}_{p,q}^{m,n} \left[ z \begin{array}{c}
(a_j, A_j; \alpha_j)_{\eta_j=1}, (a_j, A_j)_{\eta_j=n+1}; \\
(b_j, B_j)_{\eta_j=1}, (b_j, B_j; \beta_j)_{\eta_j=m+1}; \\
\end{array} \right] := \frac{1}{2 \pi i} \int_{\gamma} \chi(s) z^s \, ds (6.26)
\]

which contains fractional powers of some of the Gamma functions involved. Here, and in what follows, the parameters

\[
A_j > 0 \quad (j = 1, \cdots, p) \quad \text{and} \quad B_j > 0 \quad (j = 1, \cdots, q),
\]
the exponents
\[\alpha_j \quad (j = 1, \cdots, n) \quad \text{and} \quad \beta_j \quad (j = m + 1, \cdots, q)\]
can take on noninteger values, and \(\mathcal{L} = \mathcal{L}_{(\tau, \infty)}\) is a Mellin-Barnes type contour starting at the point \(\tau - i\infty\) and terminating at the point \(\tau + i\infty\) (\(\tau \in \mathbb{R}\)) with the usual indentations to separate one set of poles from the other set of poles. The sufficient condition for the absolute convergence of the contour integral in (2.18) was established as follows by Buschman and Srivastava [12, p. 4708]:

\[\Lambda := \sum_{j=1}^{m} B_j + \sum_{j=1}^{n} |\alpha_j| A_j - \sum_{j=m+1}^{q} |\beta_j| B_j - \sum_{j=n+1}^{p} A_j > 0, \quad (6.27)\]

which provides exponential decay of the integrand in (6.26) and the region of absolute convergence of the contour integral in (6.26) is given by

\[\Im(z) < \frac{1}{2} \pi \Lambda,\]

where \(\Lambda\) is defined by (6.27).

Each of the following results involving the extended Hurwitz-Lerch Zeta function

\[\Phi^{(p, \sigma, \lambda, \mu, \rho)}_{\lambda_1, \cdots, \lambda_p, \mu_1, \cdots, \mu_q} (z, s, a)\]

can be proven by applying the definition (6.21) in precisely the same manner as for the corresponding result involving the general Hurwitz-Lerch Zeta function \(\Phi^{(p, \sigma, \lambda, \rho)}_{\lambda_1, \cdots, \lambda_p, \rho_1, \cdots, \rho_q} (z, s, a)\) (see, for details, [98, Section 6]).

\[\Phi^{(p, \sigma, \lambda, \mu, \rho)}_{\lambda_1, \cdots, \lambda_p, \mu_1, \cdots, \mu_q} (z, s, a) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-at} \Psi_p^{(\lambda_1, \cdots, \lambda_p, \mu_1, \cdots, \mu_q)}(\lambda_1, \mu_1, \cdots, \lambda_p, \mu_p) \Psi_q^{(\mu_1, \cdots, \mu_q)}(\mu_1, \cdots, \mu_q) \, dt \quad (6.28)\]

\[\left( \min\{\Re(a), \Re(s)\} > 0 \right),\]

\[\Phi^{(p, \sigma, \lambda, \mu, \rho)}_{\lambda_1, \cdots, \lambda_p, \mu_1, \cdots, \mu_q} (z, s, a) = \prod_{j=1}^{p} \Gamma(\mu_j) \prod_{j=1}^{q} \Gamma(\lambda_j) \left\{ \frac{\Gamma(-z)(\Gamma(\xi + a))^s}{\prod_{j=1}^{p} \Gamma(\xi + \mu_j)^s \prod_{j=1}^{q} \Gamma(\mu_j + \sigma_j)} \right\} \sum_{\xi \in \mathbb{R}} (-z)^\xi d\xi \quad (6.29)\]

or, equivalently,

\[\Phi^{(p, \sigma, \lambda, \mu, \rho)}_{\lambda_1, \cdots, \lambda_p, \mu_1, \cdots, \mu_q} (z, s, a) = \prod_{j=1}^{p} \Gamma(\mu_j) \prod_{j=1}^{q} \Gamma(\lambda_j) \left\{ \sum_{\xi \in \mathbb{R}} (-z)^\xi d\xi \right\} \quad (6.30)\]
provided that both sides of the assertions (6.28), (6.29) and (6.30) exist, the path of integration \( \Sigma \) in (6.30) being a Mellin-Barnes type contour in the complex \( \xi \)-plane, which, as in the definition (6.26), starts at the point \( -i\infty \) and terminates at the point \( i\infty \) with indentations, if necessary, in such a manner as to separate the poles of \( \Gamma(-\xi) \) from the poles of \( \Gamma(\lambda_j + \rho_j \xi) \) \((j = 1, \ldots, p)\).

The \( \mathcal{H} \)-function representation given by (6.27) can be applied in order to derive various properties of the extended Hurwitz-Lerch Zeta function

\[
\Phi_{\lambda_1, \ldots, \lambda_p \mu_1, \ldots, \mu_q}^{(\rho_1, \ldots, \rho_p, \sigma_1, \ldots, \sigma_q)}(z, s, a)
\]

from those of the \( \mathcal{H} \)-function (see, for details, Section 8). Thus, for example, by making use of the following fractional-calculus result due to Srivastava et al. [95, p. 97, Eq. (2.4)]:

\[
\mathcal{D}_z^\nu \left\{ z^{\lambda - 1} \mathcal{H}_{p,q}^{m,n}(\omega z^\kappa) \right\} = z^{\lambda - \nu - 1} \mathcal{H}_{p+1,q+1}^{m+1,n+1} \left[ z^\kappa \left( \begin{array}{c} (1 - \lambda, \kappa; 1), (a_j, A_j; \alpha_j)^n, (a_j, A_j)^p_{j=n+1} \\
(b_j, B_j)^m_{j=1}, (b_j, B_j; \beta_j)^q_{j=m+1}, (1 - \lambda + \nu, \kappa; 1) 
\end{array} \right) \right] (\Re(\lambda) > 0; \ \kappa > 0), (6.31)
\]

we readily obtain an extension of such fractional derivative formulas as (for example) (6.15) given by

\[
\mathcal{D}_z^\nu \mathcal{T}_{z^{-1}} \left\{ z^{-\nu} \Phi_{\lambda_1, \ldots, \lambda_p \mu_1, \ldots, \mu_q}^{(\rho_1, \ldots, \rho_p, \sigma_1, \ldots, \sigma_q)}(z^\kappa, s, a) \right\} = \prod_{j=1}^q \frac{\Gamma(\mu_j)}{\Gamma(\lambda_j)} 
\cdot \mathcal{T}_{p+2,q+3}^{1,p+2,q+3} \left[ -z^\kappa \left( \begin{array}{c} (1 - \lambda_1, \rho_1; 1), \ldots, (1 - \lambda_p, \rho_p; 1), (1 - \nu, \kappa; 1), (1 - \alpha, 1; s) \\
(1 - \mu_1, \sigma_1; 1), \ldots, (1 - \mu_q, \sigma_q; 1), (1 - \tau, \kappa; 1), (\alpha - 1, 1; s) 
\end{array} \right) \right] 
\frac{\Gamma(\nu)}{\Gamma(\tau)} z^{\tau - \nu} \Phi_{\lambda_1, \ldots, \lambda_p \mu_1, \ldots, \mu_q}^{(\rho_1, \ldots, \rho_p, \kappa, \sigma_1, \ldots, \sigma_q, \kappa)}(z^\kappa, s, a) (\Re(\nu) > 0; \ \kappa > 0). (6.32)
\]

Finally, we present the following extension of a known result [98, p. 496, Theorem 3] (see also [98, p. 505, Theorem 9]).

**Theorem 1.** Let \( (\alpha_n)_{n \in \mathbb{N}_0} \) be a positive sequence such that the following infinite series:

\[
\sum_{n=0}^{\infty} e^{-\alpha_n t}
\]

converges for any \( t \in \mathbb{R}^+ \). Then

\[
\Phi_{\lambda_1, \ldots, \lambda_p \mu_1, \ldots, \mu_q}^{(\rho_1, \ldots, \rho_p, \sigma_1, \ldots, \sigma_q)}(z, s, a) = \frac{1}{\Gamma(s)} \sum_{n=0}^{\infty} \int_0^{\infty} t^{s-1} e^{-(a-\alpha_0+\alpha_n) t} \left( 1 - e^{-(\alpha_{n+1}-\alpha_0) t} \right) \left( 1 - e^{-(\alpha_{n+1}-\alpha_n) t} \right) dt \quad (\min\{\Re(a), \Re(s)\} > 0), (6.33)
\]

provided that each member of (6.30) exists.
It would seem to be interesting and worthwhile to be able to extend the results presented in Sections 2 to 5 of this article to hold true for the Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) and for some of its generalizations given by (for example) the Lin-Srivastava Zeta function \( \Phi_{\mu, \nu}^{(\rho, \sigma)}(z, s, a) \) and the extended Hurwitz-Lerch Zeta function
\[
\Phi_{\lambda_1, \ldots, \lambda_p; \mu_1, \ldots, \mu_q}^{(\rho_1, \ldots, \rho_p; \sigma_1, \ldots, \sigma_q)}(z, s, a)
\]
defined by (6.21) for special values of the various parameters involved in the definitions (6.9) and (6.21). Section 8 of this article will be devoted to a systematic investigation of various properties and results involving several families of generating functions and their partial sums which are associated with the aforementioned general classes of the extended Hurwitz-Lerch Zeta functions.

### 6. General Families of the Goldbach-Euler Series

The following general family of the so-called Goldbach-Euler series has been widely investigated and recorded in the form (see [59, p. 59, Eq. (9)]; see also [36, p. 894, Entry 8.363 (7)] and [56, p. 88, Eq. (5)]),
\[
\sum_{k=2}^{\infty} \sum_{n=0}^{\infty} \frac{1}{(pn+r)^k - 1} = \frac{1}{p} \left[ \psi \left( \frac{r}{p} \right) - \psi \left( \frac{r-1}{p} \right) \right]
\]
(7.1)
\[
(p \in \mathbb{N}; \ r = p \neq 1 \quad \text{or} \quad r = p + 1),
\]
where, in terms of the familiar (Euler’s) Gamma function \( \Gamma(z) \), the \( \Psi \) (or \( \text{Digamma} \)) function \( \psi(z) \) is defined (as usual) by
\[
\psi(z) := \frac{d}{dz} \{ \log \Gamma(z) \} = \frac{\Gamma'(z)}{\Gamma(z)} \quad \text{or} \quad \log \Gamma(z) = \int_1^z \psi(t) \, dt.
\]
(7.2)
By recalling a familiar series representation of the Psi (or Digamma) function \( \psi(z) \) defined by (7.2) as follows (see [83, p. 14, Eq. 1.2 (3)]):
\[
\psi(z) = -\gamma - \frac{1}{z} + \sum_{n=1}^{\infty} \frac{z}{n(n+z)} = -\gamma - \frac{1}{z} + \sum_{n=1}^{\infty} \left( \frac{1}{n} - \frac{1}{n+z} \right),
\]
(7.3)
where \( \gamma \) denotes the \( \text{Euler-Mascheroni constant} \) defined by (see, for details, [28, Section 1.5])
\[
\gamma := \lim_{n \to \infty} \left( \sum_{k=1}^{n} \frac{1}{k} - \log n \right) = -\psi(1) \cong 0.577215664901532860606512090082402431042 \ldots
\]
we can rewrite the cases
\[
r = p \neq 1 \quad \text{and} \quad r = p + 1 \quad (p \in \mathbb{N})
\]
of the generalized Goldbach-Euler series (7.1) in the following respective forms:
\[
\sum_{k=2}^{\infty} \sum_{n=1}^{\infty} \frac{1}{(pn+r)^k - 1} = \frac{1}{p} \left[ \psi(1) - \psi \left( 1 - \frac{1}{p} \right) \right] \quad (p \in \mathbb{N} \setminus \{1\})
\]
(7.4)
and
\[ \sum_{k=2}^{\infty} \sum_{n=1}^{\infty} \frac{1}{(pn+1)^k} = 1 + \frac{1}{p} \left[ \psi \left( \frac{1}{p} \right) - 1 \right] \quad (p \in \mathbb{N}), \] (7.5)
where we have used the following well-known identity:
\[ \psi(z + 1) = \psi(z) + \frac{1}{z}. \] (7.6)

Recently, Choi and Srivastava [19] made use of Mathematica (Version 6) to show that the special case of (for example) the generalized Goldbach-Euler series (7.5) when \( p = 1 \) is recorded erroneously in [56, p. 88] (see also [59, p. 59, Eq. (10)]). First of all, it would be helpful to state the simple corrected form of (7.4) (see also Theorem 4 for other relevant details) as follows:
\[ \sum_{k=2}^{\infty} \sum_{n=1}^{\infty} \frac{1}{(pn)^k} = \frac{1}{p^2} \sum_{n=1}^{\infty} \frac{1}{n(n-1/p)} = \frac{1}{p} \left[ \psi(1) - \psi \left( 1 - \frac{1}{p} \right) \right] \quad (p \in \mathbb{N} \setminus \{1\}; \ p \text{ fixed}), \] (7.7)
where we have used the following known summation identity:
\[ \sum_{n=1}^{\infty} \frac{1}{(n+\lambda)(n+\mu)} = \frac{\psi(\mu + 1) - \psi(\lambda + 1)}{\mu - \lambda} \] (7.8)
for
\[ \lambda = 0 \quad \text{and} \quad \mu = -\frac{1}{p}. \]

The duly-corrected forms of the generalized Goldbach-Euler series (7.4) as well as (7.5) are asserted by Theorem 2 below (see, for details, [19]).

**Theorem 2.** Each of the following results holds true:
\[ \sum_{\omega \in S_{p,0}} \frac{1}{\omega - 1} = \frac{1}{p} \left[ \psi(1) - \psi \left( \frac{1}{p} \right) \right] \quad (p \in \mathbb{N} \setminus \{1\}) \] (7.9)
and
\[ \sum_{\omega \in S_{p,1}} \frac{1}{\omega - 1} = 1 + \frac{1}{p} \left[ \psi \left( \frac{1}{p} \right) - 1 \right] \quad (p \in \mathbb{N}), \] (7.10)
where the set \( S_{p,0} \) is defined (for fixed \( p \in \mathbb{N} \setminus \{1\} \)) by
\[ S_{p,0} := \{(pm)k : n \in \mathbb{N} \quad \text{and} \quad k \in \mathbb{N} \setminus \{1\}\} \] (7.11)
and the set \( S_{p,1} \) is defined (for fixed \( p \in \mathbb{N} \)) by
\[ S_{p,1} := \{(pm + 1)^k : n \in \mathbb{N} \quad \text{and} \quad k \in \mathbb{N} \setminus \{1\}\}. \] (7.12)

On the remarkably widely and extensively investigated subject of closed-form evaluation of series involving the Zeta functions, we may recall here the following sum:
\[ \sum_{k=1}^{\infty} \frac{\zeta(2k+1)}{(2k+1) \cdot 2^{2k}} = \log 2 - \gamma, \] (7.13)
which, as noted by Srivastava [71], is contained in a memoir of 1781 by Leonhard Euler (1707–1783) (see also [32, p. 28, Eq. (8)]; it was rederived by Wilton [108, p. 92]). A rather extensive collection of closed-form sums of series involving the Zeta functions was presented in [83] and [84].

Just as the Zeta-function series in (1.6), the series in (7.9) and (7.10) can be expressed as series involving the Riemann and Hurwitz (or generalized) Zeta functions. Theorem 3 below is intended to provide these further insights into (and the equivalences for) the assertions (7.9) and (7.10) of Theorem 2.

**Theorem 3.** Each of the following results holds true:

\[
\sum_{\omega \in S_{p,0}} \frac{1}{\omega - 1} = \sum_{k=2}^{\infty} \frac{\zeta(k)}{p^k} = \frac{1}{p} \left[ \psi(1) - \psi\left(1 - \frac{1}{p}\right)\right] \quad (p \in \mathbb{N} \setminus \{1\}) \tag{7.14}
\]

and

\[
\sum_{\omega \in S_{p,1}} (\omega - 1)^{-1} = \sum_{k=2}^{\infty} \frac{1}{p^k} \zeta\left(k, 1 + \frac{1}{p}\right) = 1 + \frac{1}{p} \left[ \psi\left(\frac{1}{p}\right) - \psi(1)\right] \quad (p \in \mathbb{N}), \tag{7.15}
\]

where the sets \( S_{p,0} \) and \( S_{p,1} \) are defined by (7.11) and (7.12), respectively.

**Proof.** For the sake of completeness, we choose the summarize the demonstration of Theorem 3 as follows. Indeed, if we let \( T_p \) denote the set of all \( p \)-multiple positive integers that are not in \( S_{p,0} \), then it is easily observed that that

\[
\sum_{\omega \in S_{p,0}} \frac{1}{\omega - 1} = \sum_{k=2}^{\infty} \sum_{a \in T_p} \frac{1}{a^k - 1} = \sum_{k=2}^{\infty} \sum_{a \in T_p} \sum_{j=1}^{\infty} \frac{1}{a^{kj}} = \sum_{k=2}^{\infty} \sum_{n=1}^{\infty} \frac{1}{(pn)^k} = \sum_{k=2}^{\infty} \frac{\zeta(k)}{p^k},
\]

which obviously proves the equivalence asserted in the result (7.14) of Theorem 3.

By following the same process as in the above-summarized demonstration of (7.14), we are led to the equivalence asserted in the result (7.15) of Theorem 3. □

**Remark 2.** In view of the identity in (1.2), the special case of (7.15) when \( p = 1 \) yields the classical about three-century-old Goldbach theorem (1.6).

**Remark 3.** Each of the series involving the Zeta function in (7.14) and (7.15) is an obvious special case of the following formula (see [83, p. 159, Eq. 3.4 (5)] and [84, p. 266, Eq. 3.4 (5)]):

\[
\sum_{k=2}^{\infty} \zeta(k, a) t^{k-1} = \psi(a) - \psi(a - t) \quad (|t| < |a|). \tag{7.16}
\]

**Remark 4.** The double series occurring on the left-hand sides of (7.4) and (7.5) can be rewritten as the following series involving the Riemann and Hurwitz (or generalized) Zeta functions,
respectively:

\[
\sum_{k=2}^{\infty} \sum_{n=1}^{\infty} \frac{1}{(pn)^k - 1} = \sum_{k=2}^{\infty} \sum_{j=1}^{\infty} \frac{1}{p^{kj}} \zeta(kj) = \sum_{\omega \in S_{p,0}} \frac{1}{\omega - 1} + \sum_{k=2}^{\infty} \sum_{j=1}^{\infty} \frac{1}{p^{kj}} \zeta(kj) \quad (p \in \mathbb{N} \setminus \{1\}) \quad (7.17)
\]

and

\[
\sum_{k=2}^{\infty} \sum_{n=1}^{\infty} \frac{1}{(pn+1)^k - 1} = \sum_{k=2}^{\infty} \sum_{j=1}^{\infty} \frac{1}{p^{kj}} \zeta(kj, 1 + \frac{1}{p}) = \sum_{\omega \in S_{p,1}} \frac{1}{\omega - 1} + \sum_{k=2}^{\infty} \sum_{j=1}^{\infty} \frac{1}{p^{kj}} \zeta(kj, 1 + \frac{1}{p}) \quad (p \in \mathbb{N}), \quad (7.18)
\]

where the sets \( S_{p,0} \) and \( S_{p,1} \) are defined by (7.11) and (7.12), respectively.

We conclude this section by posing a natural question as the following open problem (see also [19]).

**Open Problem.** For each of the following double sums:

\[
\sum_{k=2}^{\infty} \sum_{j=1}^{\infty} \frac{1}{p^{kj}} \zeta(kj) \quad \text{and} \quad \sum_{k=2}^{\infty} \sum_{j=1}^{\infty} \frac{1}{p^{kj}} \zeta(kj, 1 + \frac{1}{p}),
\]

which occur as the second members of (7.17) and (7.18), respectively, find a closed-form evaluation or expression as in the known formula (7.16).

7. Further Results Involving the Families of the Extended Hurwitz-Lerch Zeta Functions

In this sequel to our presentation in Section 6, we make use of the Pochhammer symbol \((\lambda)_\nu\) \((\lambda, \nu \in \mathbb{C})\), which is defined already in Section 2, in order to recall the following well-known companion of the expansion formula (2.1):

\[
\sum_{n=0}^{\infty} \frac{(s)_n}{n!} \Phi(z, s + n, a)t^n = \Phi(z, s, a - t) \quad (|t| < |a|).
\]

(8.1)

More generally, it is not difficult to show similarly that

\[
\sum_{n=0}^{\infty} \frac{(\lambda)_n}{n!} \Phi(z, s + n, a)t^n = \sum_{k=0}^{\infty} \frac{z^k}{(k + a)^{\lambda+k} - \lambda} =: \vartheta_{\lambda}(z, t; s, a) \quad (|t| < |a|),
\]

(8.2)

which would reduce immediately to the expansion formula (8.1) in its special case when \( \lambda = s \). Moreover, in the limit case when

\[
t \mapsto \frac{t}{\lambda} \quad \text{and} \quad |\lambda| \to \infty,
\]
this last result (8.2) yields
\[ \sum_{n=0}^{\infty} \Phi(z, s+n, a) \frac{t^n}{n!} = \sum_{k=0}^{\infty} \frac{z^k}{(k+a)^s} \exp \left( \frac{t}{k+a} \right) =: \varphi(z, t; s, a) \quad (|t| < \infty). \] (8.3)

Wilton [108] applied the expansion formula (2.1) in order to rederive Burnside's formula [24, p. 48, Equation 1.18 (11)] for the sum of a series involving the Hurwitz (or generalized) Zeta function \( \zeta(s, a) \). Srivastava (see, for details, [71] and [72]), on the other hand, made use of such expansion formulas as (2.1) and (8.1) as well as the obvious special case of (2.1) when \( a = 1 \) for finding the sums of various classes of series involving the Riemann Zeta function \( \zeta(s) \) and the Hurwitz (or generalized) Zeta function \( \zeta(s, a) \) (see also [83, Chapter 3] and [84, Chapter 3]).

Various results for the generating functions \( \vartheta_{\lambda}(z, t; s, a) \) and \( \phi(z, t; s, a) \) defined by (8.2) and (8.3), respectively, were given recently by Bin-Saad [10, p. 46, Equations (5.1) to (5.4)] who also considered each of the following truncated forms of these generating functions:

\[ \vartheta^{(0,r)}_{\lambda}(z, t; s, a) := \sum_{k=0}^{r} \frac{z^k}{(k+a)^s \lambda(k+a-t)^\lambda} \quad (r \in \mathbb{N}_0), \] (8.4)

\[ \vartheta^{(r+1,\infty)}_{\lambda}(z, t; s, a) := \sum_{k=r+1}^{\infty} \frac{z^k}{(k+a)^s \lambda(k+a-t)^\lambda} \quad (r \in \mathbb{N}_0), \] (8.5)

\[ \varphi^{(0,r)}(z, t; s, a) := \sum_{k=0}^{r} \frac{z^k}{(k+a)^s} \exp \left( \frac{t}{k+a} \right) \quad (r \in \mathbb{N}_0) \] (8.6)

and

\[ \varphi^{(r+1,\infty)}(z, t; s, a) := \sum_{k=r+1}^{\infty} \frac{z^k}{(k+a)^s} \exp \left( \frac{t}{k+a} \right) \quad (r \in \mathbb{N}_0), \] (8.7)

so that, obviously, we find that

\[ \vartheta^{(0,r)}_{\lambda}(z, t; s, a) + \vartheta^{(r+1,\infty)}_{\lambda}(z, t; s, a) = \vartheta_{\lambda}(z, t; s, a) \] (8.8)

and

\[ \varphi^{(0,r)}(z, t; s, a) + \varphi^{(r+1,\infty)}(z, t; s, a) = \varphi(z, t; s, a). \] (8.9)

In the case of the Riemann Zeta function \( \zeta(s) \), the special case of each of the generating functions \( \vartheta_{\lambda}(z, t; s, a) \) and \( \varphi(z, t; s, a) \) in (8.2) and (8.3) when \( z = a = 1 \) was investigated by Katsurada [48]. Subsequently, various results involving the generating functions \( \vartheta_{\lambda}(z, t; s, a) \) and \( \varphi(z, t; s, a) \) defined by (8.2) and (8.3), respectively, together with their such partial sums as those given by (8.4) to (8.7), were derived by Bin-Saad [10] (see also the more recent sequels to [10] and [48] by Gupta and Kumari [38] and by Saxena et al. [67]).

The main objective in this section is to investigate, in a rather systematic manner, much more general families of generating functions and their partial sums than those associated with the generating functions \( \vartheta_{\lambda}(z, t; s, a) \) and \( \varphi(z, t; s, a) \) defined by (8.2) and (8.3), respectively. We also
observe the fact that the so-called \( \tau \)-generalized Riemann Zeta function, which happens to be the main subject of investigation by Gupta and Kumari \[38\] and by Saxena et al. \[67\], is simply a seemingly trivial notational variation of the familiar general Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) defined by (6.1).

We now introduce the following generating functions and their partial sums involving the extended Hurwitz-Lerch Zeta function

\[
\Phi_{\lambda_1, \ldots, \lambda_p; \mu_1, \ldots, \mu_q}(z, s, a) = \sum_{n=0}^{\infty} \frac{(s)_n}{n!} \Phi(z, s + n, a) t^n \quad (|t| < |a|),
\]

which can easily be put in the following considerably more general form:

\[
\sum_{n=0}^{\infty} \frac{(\lambda)_n}{n!} \Phi_{\lambda_1, \ldots, \lambda_p; \mu_1, \ldots, \mu_q}(z, s + n, a) t^n = \sum_{k=0}^{\infty} \frac{\Xi_k z^k}{(k + a)^{s-\lambda}(k + a - t)^{\lambda}} =: \Omega_{\lambda}(z; t; s, a) \quad (|t| < |a|),
\]

where (and in what follows) the sequence \( \{\Xi_n\}_{n \in \mathbb{N}_0} \) of the coefficients is given by

\[
\Xi_n := \frac{\prod_{j=1}^{p} \lambda_j^{n\rho_j} \cdot \prod_{j=1}^{q} \mu_j^{n\sigma_j}}{n!} \quad (n \in \mathbb{N}_0).
\]

The generating function (8.11) reduces immediately to the expansion formula (8.10) in its special case when \( \lambda = s \). Moreover, in its limit case when

\[ t \to \frac{t}{\lambda} \quad \text{and} \quad |\lambda| \to \infty, \]

the generating function (8.11) yields

\[
\sum_{n=0}^{\infty} \Phi_{\lambda_1, \ldots, \lambda_p; \mu_1, \ldots, \mu_q}(z, s + n, a) \frac{t^n}{n!} = \sum_{k=0}^{\infty} \frac{\Xi_k z^k}{(k + a)^s} \exp\left(\frac{t}{k + a}\right) =: \Theta(z; t; s, a) \quad (|t| < \infty),
\]

where the sequence \( \{\Xi_n\}_{n \in \mathbb{N}_0} \) of the coefficients is given, as before, by (8.12).

We shall also consider each of the following \textit{truncated} forms of the generating functions \( \Omega_{\lambda}(z; t; s, a) \) and \( \Theta(z; t; s, a) \) in (8.11) and (8.13), respectively:

\[
\Omega_{\lambda}^{(0,r)}(z; t; s, a) := \sum_{k=0}^{r} \frac{\Xi_k z^k}{(k + a)^s} \exp\left(\frac{t}{k + a}\right) \quad (r \in \mathbb{N}_0),
\]
\[ \Omega_{\lambda}^{(r+1, \infty)}(z, t; s, a) := \sum_{k=r+1}^{\infty} \frac{\Xi_k z^k}{(k+a)^s} \exp \left( \frac{t}{k+a} \right) \quad (r \in \mathbb{N}_0), \tag{8.15} \]

\[ \Theta^{(0, r)}(z, t; s, a) := \sum_{k=0}^{r} \frac{\Xi_k z^k}{(k+a)^s} \exp \left( \frac{t}{k+a} \right) \quad (r \in \mathbb{N}_0), \tag{8.16} \]

and

\[ \Theta^{(r+1, \infty)}(z, t; s, a) := \sum_{k=r+1}^{\infty} \frac{\Xi_k z^k}{(k+a)^s} \exp \left( \frac{t}{k+a} \right) \quad (r \in \mathbb{N}_0), \tag{8.17} \]

which do obviously satisfy the following decomposition formulas:

\[ \Omega_{\lambda}^{(0, r)}(z, t; s, a) + \Omega_{\lambda}^{(r+1, \infty)}(z, t; s, a) = \Omega_{\lambda}(z, t; s, a) \tag{8.18} \]

and

\[ \Theta^{(0, r)}(z, t; s, a) + \Theta^{(r+1, \infty)}(z, t; s, a) = \Theta(z, t; s, a). \tag{8.19} \]

The first set of integral representations for the above-defined generating functions is contained in Theorem 4 below.

**Theorem 4.** Each of the following integral representation formulas holds true:

\[ \Omega_{\lambda}(z, \omega; s, a) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-at} \left. \left( \prod_{j=1}^p \Psi^*_{\lambda_j} \right) \right|_{(\mu_j, \sigma_j), (\mu_q, \sigma_q)} \cdot \left. \text{e}_{1F1} \left( \lambda; s; \omega t \right) \right|_{\left( \min\{\Re(a), \Re(s)\} > 0 \right)} dt \tag{8.20} \]

and

\[ \Theta(z, \omega; s, a) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-at} \left. \left( \prod_{j=1}^p \Psi^*_{\lambda_j} \right) \right|_{(\mu_j, \sigma_j), (\mu_q, \sigma_q)} \cdot \left. \text{e}_{0F1} \left( \lambda; s; \omega t \right) \right|_{\left( \min\{\Re(a), \Re(s)\} > 0 \right)} dt, \tag{8.21} \]

provided that both sides of each of the assertions (8.20) and (8.21) exist.

**Proof.** We find it to be convenient to denote by \( \Theta \) the second member of the assertion (8.20) of Theorem 4. Then, upon expanding the functions \( \Psi^*_{\lambda_j} \) and \( 1F1 \) in series forms, we find that
where the inversion of the order of integration and double summation can easily be justified by absolute convergence under the conditions stated with (8.20), $\Xi_n$ being defined by (8.12). If we now evaluate the innermost integral in (8.22) by appealing to the following well-known result:

$$\int_0^{\infty} t^{\mu-1} e^{-\kappa t} dt = \frac{\Gamma(\mu)}{\kappa^\mu} \quad (\min\{\Re(\kappa), \Re(\mu)\} > 0),$$

we find that

$$\mathbb{S} = \sum_{n=0}^{\infty} \frac{(\lambda)_n}{n!} \left( \sum_{m,n=0}^{\infty} \Xi_n \frac{z^m (m+a)^{s+n}}{(s)_n n!} \right) \omega^n \quad (\min\{\Re(a), \Re(s)\} > 0),$$

which, in light of the definitions in (6.21) and (8.11), yields the left-hand side of the first assertion (8.20) of Theorem 4.

The second assertion (8.21) of Theorem 4 can be proven in a similar manner. We choose to skip the details involved. ☐

Remark 5. For $\omega = 0$, each of the assertions (8.20) and (8.21) of Theorem 4 yields a known integral representation formula due to Srivastava et al. [99, p. 504, Equation (6.4)]. Moreover, in their special case when $\omega = 0 \quad \text{and} \quad \Xi_n = 1 \quad (n \in \mathbb{N}_0)$,

the assertions (8.20) and (8.21) of Theorem 4 would reduce immediately to the classical integral representation (6.2) for the Hurwitz-Lerch Zeta function $\Phi(z, s, a)$.

The proof of Theorem 5 below would run parallel to that of Theorem 4, which we already have detailed above fairly adequately. It is based essentially upon the Hankel type contour integral in the following form [24, p. 14, Equation 1.6 (4)]:

$$2i \sin(\pi \nu) \Gamma(\nu) = -\int_{0^+}^{(0^+)} (-t)^{\nu-1} e^{-t} dt \quad (|\arg(-t)| \leq \pi)$$

or, equivalently,

$$\frac{1}{\Gamma(1-\nu)} = -\frac{1}{2\pi i} \int_{0^+}^{(0^+)} (-t)^{\nu-1} e^{-t} dt \quad (|\arg(-t)| \leq \pi).$$

**Theorem 5.** Each of the following Hankel type contour integral representation formulas holds true:
\[ \Omega(z, \omega; s, a) = -\frac{\Gamma(1-s)}{2\pi i} \int_{\infty}^{(0+)} (-t)^{s-1} e^{-at} \left[ \frac{1}{p} \Psi_q^* \left( \lambda_1, \rho_1; \cdots, \lambda_p, \rho_p; \mu_1, \sigma_1; \cdots, \mu_q, \sigma_q; z e^{-t} \right) \right] \cdot \mathbf{1}_F \left( \lambda; \omega t; s, a \right) \, dt \quad (\Re(a) > 0; \ |\arg(-t)| \leq \pi) \] (8.27)

and

\[ \Theta(z, \omega; s, a) = -\frac{\Gamma(1-s)}{2\pi i} \int_{\infty}^{(0+)} (-t)^{s-1} e^{-at} \left[ \frac{1}{p} \Psi_q^* \left( \lambda_1, \rho_1; \cdots, \lambda_p, \rho_p; \mu_1, \sigma_1; \cdots, \mu_q, \sigma_q; z e^{-t} \right) \right] \cdot \mathbf{0}_F \left( \lambda; \omega t; s, a \right) \, dt \quad (\Re(a) > 0; \ |\arg(-t)| \leq \pi) \] (8.28)

provided that both sides of each of the assertions (8.27) and (8.28) exist.

**Remark 6.** For \( \omega = 0 \), each of the assertions (8.27) and (8.28) of Theorem 5 yields the following (presumably new) integral representation formula (see also [81]):

\[ \Phi(\rho_1, \cdots, \rho_p; \sigma_1, \cdots, \sigma_q; z, s, a) = -\frac{\Gamma(1-s)}{2\pi i} \int_{\infty}^{(0+)} (-t)^{s-1} e^{-at} \left[ \cdot \mathbf{1}_F \left( \lambda; \omega t; s, a \right) \right] \, dt \quad (\Re(a) > 0; \ |\arg(-t)| \leq \pi) \] (8.29)

Furthermore, in their special case when \( \omega = 0 \) and \( \Xi_n = 1 \) \( \, (n \in \mathbb{N}_0) \), the assertions (8.27) and (8.28) of Theorem 5 would reduce to the classical Hankel type contour integral representation for the Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) (see, for example, [24, p. 28, Equation 1.11 (5)]; see also [84, p. 195, Equation 2.5 (8)]).

Next, by making use of the following known result (see, for example, [97, p. 86, Problem 1]):

\[ \int_a^b (t-a)^{\alpha-1} (b-t)^{\beta-1} \, dt = (b-a)^{\alpha+\beta-1} B(\alpha, \beta) \quad (b \neq a; \ \min\{\Re(\alpha), \Re(\beta)\} > 0) \] (8.30)

we evaluate several Eulerian Beta-function integrals involving the generating functions \( \Omega(z, t; s, a) \) and \( \Theta(z, t; s, a) \) defined by (8.11) and (8.13), respectively, \( B(\alpha, \beta) \) being the familiar Beta function.

**Theorem 6.** In terms of the sequence \( \{\Xi_n\}_{n \in \mathbb{N}_0} \) of the coefficients given by the definition (8.12), each of the following Eulerian Beta-function integral formulas holds true:
\[
\int_{\xi}^{\eta} (t - \xi)^{\alpha - 1} (\eta - t)^{\beta - 1} \Omega_\lambda \left( z, \omega(t - \xi)^\gamma (\eta - t)^\delta; s, a \right) \, dt
= (\eta - \xi)^{\alpha + \beta - 1} B(\alpha, \beta) \sum_{n=0}^{\infty} \xi_n \frac{z^n}{(n + a)^s} \Psi_1^\ast \left( \lambda, 1; \alpha, (\alpha, \gamma), (\beta, \delta); \frac{\omega(\eta - \xi)^{\gamma + \delta}}{\eta - \xi} \right) \tag{8.31} \]

and

\[
\int_{\xi}^{\eta} (t - \xi)^{\alpha - 1} (\eta - t)^{\beta - 1} \Theta \left( z, \omega(t - \xi)^\gamma (\eta - t)^\delta; s, a \right) \, dt
= (\eta - \xi)^{\alpha + \beta - 1} B(\alpha, \beta) \sum_{n=0}^{\infty} \xi_n \frac{z^n}{(n + a)^s} \Psi_1^\ast \left( \alpha, (\alpha, \gamma), (\beta, \delta); \frac{\omega(\eta - \xi)^{\gamma + \delta}}{\eta - \xi} \right) \tag{8.32} \]

\[\{ \eta \neq \xi; \min\{\Re(\alpha), \Re(\beta)\} > 0; \gamma, \delta > 0 \}\]

provided that both sides of each of the assertions (8.31) and (8.32) exist, the Fox-Wright function \( \Psi_1^\ast \) in (8.31) being tacitly interpreted as an \( H \)-function contained in the definition (6.26).

**Proof.** Each of the assertions (8.31) and (8.32) of Theorem 6 can be proven fairly easily by appealing to the definitions (8.11) and (8.13), respectively, in conjunction with the Eulerian Beta-function integral (8.30). The details involved are being skipped here. \( \square \)

**Remark 7.** In addition to their relatively more familiar cases when \( \xi = \eta - 1 = 0 \), various interesting limit cases of the integral formulas (8.31) and (8.32) asserted by Theorem 6 can be deduced by letting

\[ \lim_{\gamma \downarrow 0} \quad \text{or} \quad \lim_{\delta \downarrow 0}. \]

Several such very specialized cases of Theorem 6 as those that are indicated above can be found in the recent works [10], [38] and [67].

The Eulerian Gamma-function integrals involving the generating functions \( \Omega_\lambda(z, t; s, a) \) and \( \Theta(z, t; s, a) \) defined by (8.11) and (8.13), respectively, which are asserted by Theorem 7 below, can be evaluated by applying the well-known formula (8.23).

**Theorem 7.** Let the function \( \Phi_1^\ast(z, s, a) \) be defined by (6.11). Then, in terms of the sequence \( \{\xi_n\}_{n \in \mathbb{N}_0} \) of the coefficients given by the definition (8.12), each of the following single or double Eulerian Gamma-function integral formulas holds true:

\[
\frac{1}{\Gamma(\mu)} \int_0^{\infty} t^{\mu - 1} e^{-kt} \Omega_\lambda \left( z, \omega e^{-\delta t}; s, a \right) \, dt
= \delta^{-\mu} \sum_{n=0}^{\infty} \xi_n \frac{z^n}{(n + a)^s} \Phi_1^\ast \left( \omega, \frac{s}{n + a}, \mu, \frac{\kappa}{\delta}; \min\{\Re(\kappa), \Re(\mu), \Re(\delta)\} > 0 \right) \tag{8.33} \]

\[
\frac{1}{\Gamma(\mu)} \int_0^{\infty} t^{\mu - 1} \Theta \left( z, \omega t; s, a \right) \, dt = \kappa^{-\mu} \Omega_\mu \left( z, \omega, \frac{s}{\kappa}; a \right) \tag{8.34} \]

\[\{ \min\{\Re(\kappa), \Re(\mu)\} > 0 \}\]
\begin{align}
&\frac{1}{\Gamma(\mu)\Gamma(\nu)} \int_0^\infty \int_0^\infty u^{\mu-1} v^{\nu-1} e^{-\kappa u - \delta v} \Theta(z, \omega u^{-\sigma}; s, a) \, du \, dv \\
&= \kappa^{-\mu} \sigma^{-\nu} \sum_{n=0}^\infty \frac{\Xi_n z^n}{(n+a)^\lambda} \Phi^\mu_{\nu} \left( \frac{\omega}{\kappa(n+a)}, \mu, \frac{\delta}{\sigma} \right) \tag{8.35}
\end{align}

provided that both sides of each of the assertions (8.33), (8.34) and (8.35) exist.

**Remark 8.** Some very specialized cases of Theorem 7 when

\[ \Xi_n = 1 \quad (n \in \mathbb{N}_0) \]

were derived in the recent works [10], [38] and [67].

**Remark 9.** Two of the claimed integral formulas in Bin-Saad’s paper [10, p. 42, Theorem 3.2, Equations (3.10) and (3.11)] can easily be shown to be divergent, simply because the improper integrals occurring on their left-hand sides obviously violate the required convergence conditions at their lower terminal \( t = 0 \).

We now turn toward the truncated forms of the generating functions \( \Omega_{\lambda}(z, t; s, a) \) and \( \Theta(z, t; s, a) \) in (8.11) and (8.13), respectively, which are defined by (8.14) to (8.17). Indeed, by appealing appropriately to the definitions in (8.14) to (8.17) in conjunction with the Eulerian Gamma-function integral in (8.23), it is fairly straightforward to derive the integral representation formulas asserted by Theorem 8 below.

**Theorem 8.** In terms of the sequence \( \{\Xi_n\}_{n \in \mathbb{N}_0} \) of the coefficients given by the definition (8.12), each of the following Eulerian Gamma-function integral formulas holds true:

\begin{align}
\Omega^{(0,r)}_{\lambda}(z, \omega; s, a) &= \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-at} \left( \sum_{k=0}^r \Xi_k (ze^{-t})^k \right) {}_1F_1(\lambda; s; \omega t) \, dt \tag{8.36} \\
\Omega^{(r+1,\infty)}_{\lambda}(z, \omega; s, a) &= \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-at} \left( \sum_{k=r+1}^\infty \Xi_k (ze^{-t})^k \right) {}_1F_1(\lambda; s; \omega t) \, dt \tag{8.37} \\
\Theta^{(0,r)}(z, \omega; s, a) &= \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-at} \left( \sum_{k=0}^r \Xi_k (ze^{-t})^k \right) {}_0F_1(\quad; s; \omega t) \, dt \tag{8.38}
\end{align}

and
\[\Theta^{(r+1,\infty)}(z,\omega; s, a) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-at} \left( \sum_{k=r+1}^\infty \Xi_k \left( ze^{-t} \right)^k \right) \text{}_0F_1(-; s; \omega t) dt \]  

(8.39)

provided that both sides of each of the assertions (8.36) to (8.39) exist.

**Remark 10.** Several specialized cases of Theorem 8 when

\[\Xi_n = 1 \quad (n \in \mathbb{N}_0)\]

can be found in the recent works [10], [38] and [67].

**Remark 11.** It is not difficult to derive various other properties and results involving the generating functions \(\Omega_\lambda(z, t; s, a)\) and \(\Theta(z, t; s, a)\) in (8.11) and (8.13), respectively, as well as their truncated forms which are defined by (8.14) to (8.17). For example, by applying the definition (8.11) in conjunction with the definition (6.23), it is easy to derive the following general form of the generating relations asserted by (for example) Bin-Saad [10, p. 44, Theorem 4.2]:

\[\sum_{n=0}^{\infty} \left( \frac{\alpha_1}{\beta_1} \right)_{n+1} \cdots \left( \frac{\alpha_\ell}{\beta_\ell} \right)_{n+1} \Omega_\lambda(z, \omega; s + n, a) \frac{t^n}{n!} = \sum_{k=0}^{\infty} \Xi_k \left( 1 - \frac{\omega}{k + a} \right)^{-\lambda} t^\Psi_m^* \left[ \frac{(\alpha_1, u_1), \cdots, (\alpha_\ell, u_\ell); t}{k + a} \right] z^k \left( k + a \right)^s \]  

(8.40)

(\(\ell, m \in \mathbb{N}_0\); \(\alpha_j \in \mathbb{C}\), \(u_j \in \mathbb{R}^+\) \((j = 1, \cdots, \ell)\); \(\beta_j \in \mathbb{C} \setminus \mathbb{Z}_0^+, v_j \in \mathbb{R}^+\) \((j = 1, \cdots, m)\); \(\max\{|\omega|, |t|\} < 1\)),

where the sequence \(\{\Xi_n\}_{n \in \mathbb{N}_0}\) of the coefficients is given by the definition (8.12) and it is tacitly assumed that each member of the generating relation (8.40) exists. We do, however, choose to leave the details involved in all such derivations as exercises for the interested reader.

### 8. Further Remarks and Observations

As observed already by Srivastava [81], Saxena *et al.* [67] considered a so-called \(\tau\)-generalization of the Hurwitz-Lerch Zeta function \(\Phi(z, s, a)\) in (6.1) in the following form [67, p. 311, Equation (2.1)]:

\[\Phi(\tau; z, s, a) := \sum_{n=0}^{\infty} \frac{z^n}{(\tau n + a)^s} \quad (\tau \in \mathbb{R}^+).\]  

(9.1)

Subsequently, by similarly introducing a parameter \(\tau > 0\) in the definition (2.5), Gupta and Kumari [38] studied a \(\tau\)-generalization of the extended Hurwitz-Lerch Zeta function \(\Phi_\mu^*(z, s, a)\) in (2.5) as follows:

\[\Phi_\mu^*(\tau; z, s, a) := \sum_{n=0}^{\infty} \frac{(\mu)_n}{n!} \frac{z^n}{(\tau n + a)^s} \quad (\tau \in \mathbb{R}^+),\]  

(9.2)

which, when compared with the definition (9.1), yields the relationship:

\[\Phi(\tau; z, s, a) = \Phi_\mu^*(\tau; z, s, a) \quad (\tau \in \mathbb{R}^+).\]  

(9.3)
By looking closely at the definitions (9.1) and (9.2), in conjunction with the earlier definitions (6.1) and (6.11), respectively, we immediately get the following rather obvious connections:

$$
\Phi(\tau; z, s, a) = \frac{1}{\tau^s} \Phi \left( z, s, a \frac{1}{\tau} \right) \quad \text{or} \quad \Phi(\tau; z, s, a) = \tau^s \Phi(\tau; z, s, a) \quad (\tau \in \mathbb{R}^+) \quad (9.4)
$$

and

$$
\Phi_\mu^*(\tau; z, s, a) = \frac{1}{\tau^s} \Phi_\mu^* \left( z, s, a \frac{1}{\tau} \right) \quad \text{or} \quad \Phi_\mu^*(\tau; z, s, a) = \tau^s \Phi_\mu^*(\tau; z, s, a) \quad (\tau \in \mathbb{R}^+) \quad (9.5)
$$

Clearly, therefore, the definitions in (9.1) and (9.2) (with $\tau \in \mathbb{R}^+$) are no more general than their corresponding well-known cases when $\tau = 1$ given by the definitions in (6.1) and (6.11), respectively. Thus, by trivially appealing to the parametric changes exhibited by the connections in (9.4) and (9.5), all of the results involving the so-called $\tau$-generalized functions $\Phi(\tau; z, s, a)$ and $\Phi_\mu^*(\tau; z, s, a)$ can be derived simply from the corresponding (usually known) results involving the familiar functions $\Phi(z, s, a)$ and $\Phi_\mu^*(z, s, a)$, respectively. Just for illustration of the triviality associated with such straightforward derivations, we recall the following sum-integral representation formula due to Lin and Srivastava [52, p. 729, Equation (20)] (see also [99, p. 494, Equation (2.6)] for the special case when $k = 1$):

$$
\Phi_{\mu, \nu, \rho}^{(\mu, \nu, \rho)}(z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \frac{(\mu)_j}{(\nu)_j} \frac{1}{\sigma_j} z^j \int_0^\infty \tau^{s-1} e^{-(\sigma_j+\rho)\tau} 2\Psi_1 \left[ \left( \mu + \rho j, \rho k \right), (1, 1); \left( \nu + \sigma j, \sigma k \right) \right] d\tau \quad (9.6)
$$

$$(k \in \mathbb{N}; \min\{\Re(a), \Re(s)\} > 0; \sigma > \rho > 0 \quad \text{when} \quad z \in \mathbb{C}; \sigma \geq \rho > 0 \quad \text{when} \quad |z|^{1/k} < \rho^{-\nu} \sigma^\sigma),$$

it being tacitly assumed that each member of (9.6) exists. Indeed, in the special case when $\rho = \sigma = \nu = 1$,

(9.6) yields the following sum-integral representation for the generalized Hurwitz-Lerch Zeta function $\Phi_\mu^*(z, s, a)$ involved in (6.11):

$$
\Phi_\mu^*(z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \frac{(\mu)_j}{(\nu)_j} \frac{1}{\sigma_j} z^j \int_0^\infty \tau^{s-1} e^{-(\sigma_j+\rho)\tau} 2\Psi_1 \left[ \left( \mu + j, k \right), (1, 1); \left( \nu + j, k \right) \right] d\tau \quad (9.7)
$$

or, equivalently,

$$
\Phi_\mu^*(z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \frac{(\mu)_j}{(\nu)_j} \frac{1}{\sigma_j} z^j \int_0^\infty \tau^{s-1} e^{-(\sigma_j+\rho)\tau} \sum_{k=0}^{\infty} F_k \left[ \left( \Delta^*(k; \mu + j), (1, 1); \Delta^*(k; \nu + j) \right), z^k \right] e^{-k\tau} d\tau \quad (9.8)
$$

$$(k \in \mathbb{N}; \min\{\Re(a), \Re(s)\} > 0; |z| < 1)$$

where, for convenience, $\Delta^*(n; \lambda)$ abbreviates the array of $n$ parameters

$$
\frac{\lambda}{n}, \frac{\lambda + 1}{n}, \ldots, \frac{\lambda + n - 1}{n} \quad (n \in \mathbb{N}),
$$

the array being empty when $n = 0$. 
Now, with a view to rewriting this last result (9.8) in terms of the \( \tau \)-generalized Hurwitz-Lerch Zeta function \( \Phi_{\mu}^*(\tau; z, s, a) \) defined by (9.2), we simply make the following *rather trivial* parameter and variable changes:

\[
a \mapsto \frac{\alpha}{\tau}, \quad t \mapsto \tau t \quad \text{and} \quad dt \mapsto \tau dt \quad (\tau \in \mathbb{R}^+) \]

and multiply the resulting equation by \( \tau^{-s} \). By using the connection in (9.5), we are thus led immediately to the following sum-integral representation for the \( \tau \)-generalized Hurwitz-Lerch Zeta function \( \Phi_{\mu}^*(\tau; z, s, a) \) defined by (9.2):

\[
\Phi_{\mu}^*(\tau; z, s, a) = \frac{1}{\Gamma(s)} \sum_{j=0}^{k-1} \frac{(\mu)_j}{(\nu)_j} z^j \int_0^\infty t^{s-1} e^{-(a+\tau j)t} F_{k+1}
\left[
\Delta^*(k; \mu + j), (1, 1); \\
\Delta^*(k; \nu + j) ; \\
z^k e^{-k\tau t}
\right]
\ dt \quad (9.9)
\]

provided that each member of the assertion (9.9) exists.

In its obvious particular case when \( k = 1 \), the sum-integral representation (9.9) would simplify at once to the following form [67, p. 311, Equation (2.2)]:

\[
\Phi_{\mu}^*(\tau; z, s, a) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-at} (1 - ze^{-\tau t})^{-\mu} \ dt \quad (9.10)
\]

\( (\Re(a) > 0; \Re(s) > 0 \text{ when } |z| < 1; \Re(s) > 1 \text{ when } z = 1) \),

which obviously is equivalent to (and certainly not a generalization of) the \( \tau = 1 \) case derived earlier by Goyal and Laddha [35, p. 100, Equation (1.6)].

**Remark 12.** The so-called \( \tau \)-generalizations \( 2R_1^\tau \) and \( 1R_1^\tau \) of the Gauss hypergeometric function \( {}_2F_1 \) and Kummer’s confluent hypergeometric function \( {}_1F_1 \), respectively, which were used in the aforementioned paper by Saxena et al. [67, p. 315], are obviously very specialized cases of the well-known and extensively-investigated Fox-Wright function \( p\Psi_q \) defined by (6.23). In fact, it is easily seen from the definition (6.23) that [67, pp. 315 and 317] (see also [2], [3] and [110])

\[
2R_1^\tau(a, b; c; z) := \frac{\Gamma(c)}{\Gamma(b)} \sum_{n=0}^{\infty} \frac{(a)_n \Gamma(b + \tau n)}{\Gamma(c + \tau n)} \frac{z^n}{n!} = \frac{\Gamma(c)}{\Gamma(a)\Gamma(b)} \ 2\Psi_1
\left[
\frac{(a, 1), (b, \tau), }{(c, \tau), } \\
\right] \\
\left[
\frac{z}{(|z| < 1; \tau \in \mathbb{R}^+; c \notin \mathbb{Z}_0^-) (9.11)}
\right.
\]

and

\[
1R_1^\tau(b; c; z) := \frac{\Gamma(c)}{\Gamma(b)} \sum_{n=0}^{\infty} \frac{\Gamma(b + \tau n)}{\Gamma(c + \tau n)} \frac{z^n}{n!} = \frac{\Gamma(c)}{\Gamma(b)} \ 1\Psi_1
\left[
\frac{(b, \tau), }{(c, \tau), } \\
\right] \\
\left[
\frac{z}{(|z| < \infty; \tau \in \mathbb{R}^+; c \notin \mathbb{Z}_0^-) (9.12)}
\right.
\]

Similar remarks and observations would apply equally strongly to the other \( \tau \)-generalizations of well-known and extensively-investigated hypergeometric functions in one, two and more variables.
Theorem 9. The following sum-integral representation formula holds true:

\[
\Phi_{\lambda_{1}, \ldots, \lambda_{p}; \mu_{1}, \ldots, \mu_{q}}(z, s, a) = \frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1} e^{-at} \psi_{q+1}^{*} \left[ \sum_{j=0}^{k-1} (\lambda_{1} + j \rho_{1}, 1, \mu_{1}, \ldots, \mu_{q}, k) \right. \\
\left. \cdot \Phi_{\lambda_{1}+j \rho_{1}, \ldots, \lambda_{p}+j \rho_{p}, \mu_{1}+j \sigma_{1}, \ldots, \mu_{q}+j \sigma_{q}}(z, s, a) \right] \, dt
\]  

(9.13)

provided that each member of the assertion (9.13) exists.

Proof. First of all, in light of the following elementary series identity:

\[
\sum_{n=0}^{\infty} f(n) = \sum_{j=0}^{k-1} \sum_{n=0}^{\infty} f(kn + j) \quad (k \in \mathbb{N}),
\]

we find from the definition (6.21) that

\[
\Phi_{\lambda_{1}, \ldots, \lambda_{p}; \mu_{1}, \ldots, \mu_{q}}(z, s, a) = \sum_{j=0}^{k-1} \sum_{n=0}^{\infty} f(kn + j) \quad (k \in \mathbb{N}).
\]  

(9.14)

The assertion (9.13) of Theorem 9 would now emerge readily upon first appealing to the aforementioned known result due to Srivastava et al. [99, p. 504, Equation (6.4)] (see also Remark 7 above) given by

\[
\Phi_{\lambda_{1}, \ldots, \lambda_{p}; \mu_{1}, \ldots, \mu_{q}}(z, s, a) = \frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1} e^{-at} \psi_{q+1}^{*} \left[ \sum_{j=0}^{k-1} (\lambda_{1} + j \rho_{1}, 1, \mu_{1}, \ldots, \mu_{q}, k) \right. \\
\left. \cdot \Phi_{\lambda_{1}+j \rho_{1}, \ldots, \lambda_{p}+j \rho_{p}, \mu_{1}+j \sigma_{1}, \ldots, \mu_{q}+j \sigma_{q}}(z, s, a) \right] \, dt
\]  

(9.15)

and then setting

\[ t \mapsto kt \quad \text{and} \quad dt \mapsto k \, dt \quad (k \in \mathbb{N}). \]

□

Furthermore, in its special case when

\[ p = 2 \quad (\lambda_{1} = \mu \quad \text{and} \quad \rho_{1} = \rho; \quad \lambda_{2} = 1 \quad \text{and} \quad \rho_{2} = 1) \]

and

\[ q = 1 \quad (\mu_{1} = \nu \quad \text{and} \quad \sigma_{1} = \sigma), \]
the general result (9.13) asserted by Theorem 9 can be seen to reduce immediately to the known sum-integral representation formula (9.6) due to Lin and Srivastava [52, p. 729, Equation (20)].

Recently, by suitably modifying this last integral representation formula (9.15), Srivastava [79] introduced and systematically investigated the various properties of a significantly more general class of Hurwitz-Lerch zeta type functions defined by

$$
\Phi_{\lambda_1, \ldots, \lambda_p, \mu_1, \ldots, \mu_q}(z, s, a; b, \lambda) := \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \exp \left( -at - \frac{b}{t} \right) \Psi_q \left( \frac{1}{t} \right) \left( \psi_q \left( \frac{1}{t} \right) \right) dt,
$$

(9.16)

so that, obviously, we have the following relationship:

$$
\Phi_{\lambda_1, \ldots, \lambda_p, \mu_1, \ldots, \mu_q}(z, s, a; 0, \lambda) = \Phi_{\lambda_1, \ldots, \lambda_p, \mu_1, \ldots, \mu_q}(z, s, a) = e^{-b} \Phi_{\lambda_1, \ldots, \lambda_p, \mu_1, \ldots, \mu_q}(z, s, a; 0, 1).
$$

(9.17)

In its special case when

$$
p - q = 0 \quad (\lambda_1 = \mu; \rho_1 = 1),
$$

the above definition (9.16) would reduce immediately to the following form:

$$
\Theta_{\mu}^\lambda(z, s, a; b) := \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \exp \left( -at - \frac{b}{t} \right) \left( 1 - ze^{-t} \right)^{-\mu} dt
$$

(9.18)

$$
\left( \min\{\Re(a), \Re(s)\} > 0; \Re(b) \geq 0; \lambda \geq 0; \mu \in \mathbb{C} \right),
$$

where we have assumed further that

$$
\Re(s) > 0 \quad \text{when} \quad b = 0 \quad \text{and} \quad |z| \leq 1 \quad (z \neq 1)
$$

or

$$
\Re(s - \mu) > 0 \quad \text{when} \quad b = 0 \quad \text{and} \quad z = 1
$$

provided, of course, that the integral in (9.18) exists. The function $\Theta_{\mu}^\lambda(z, s, a; b)$ was introduced and studied by Raina and Chhajed [63, p. 90, Equation (1.6)] and (more recently) by Srivastava et al. [96]. An interesting further special case of the function $\Theta_{\mu}^\lambda(z, s, a; b)$ arises when we set $\lambda = \mu = 1$ and $z = 1$ in the definition (9.18). We thus find that

$$
\Theta_{1}^1(1, s, a; b) = \zeta_{\phi}(s, a) := \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \exp \left( -at - \frac{b}{t} \right) \left( 1 - e^{-t} \right)^{-1} dt,
$$

(9.19)

where $\zeta_{\phi}(s, a)$ is the extended Hurwitz zeta function defined in [13, p. 308]. Furthermore, in a series of recent papers, Bayad et al. (see [8], [9] and [29]) introduced and studied the so-called generalized Hurwitz-Lerch zeta function $\zeta(s, \mu; a, z)$ of order $\mu$, which they defined by (cf. [9, p. 608, Equation (6)])

$$
\zeta(s, \mu; a, z) := \frac{\Gamma(\mu)}{\Gamma(s)} \int_0^\infty t^{s-1} \frac{e^{-at}}{(1 - ze^{-t})^\mu} dt
$$

(9.20)

$$
\left( \Re(a) > 0; \Re(s) > 0 \quad \text{when} \quad |z| \leq 1 \quad (z \neq 1); \Re(s - \mu) > 0 \quad \text{when} \quad z = 1 \right)
or, equivalently, by (cf. [9, p. 608, Equation (7)])

\[ \zeta(s, \mu; a, z) := \sum_{n=0}^{\infty} \frac{\Gamma(\mu + n)}{n!} \frac{z^n}{(a + n)^s}. \]  

(9.21)

By comparing the definitions (6.11) and (9.21), it is easily observed that

\[ \zeta(s, \mu; a, z) = \frac{1}{\Gamma(\mu)} \Phi_\mu^*(z, s, a) \quad \text{and} \quad \Phi_\mu^*(z, s, a) = \frac{1}{\Gamma(\mu)} \zeta(s, \mu; a, z). \]  

(9.22)

Clearly, therefore, Equations in (9.22) exhibit the fact that the generalized Hurwitz-Lerch zeta function \( \zeta(s, \mu; a, z) \) of order \( \mu \), which was considered recently by Bayad et al. (see [8], [9] and [29]) is only a constant multiple of the widely- and extensively-investigated extended Hurwitz-Lerch Zeta function \( \Phi_\mu^*(z, s, a) \) defined by (6.11).

For a detailed discussion of the various properties and results for, and the potential applications of, the so-called \( \lambda \)-generalized Hurwitz-Lerch zeta function

\[ \Phi_{\lambda_1, \ldots, \lambda_p; \mu_1, \ldots, \mu_q}(z, s, a; b, \lambda) \]

defined by (9.16), and also for their potential applications in Number Theory and Geometric Function Theory in Complex Analysis and for some other statistical applications in probability distribution theory, the interested reader should refer to the works by Srivastava et al. (see, for example, [79], [85], [87], [86] and [88]).

Finally, in addition to the Open Problem mentioned in Section 7 (see also [19]), many other properties and results involving such important higher transcendental functions of (for example) Analytic Number Theory and Mathematical Physics as the Riemann Zeta function \( \zeta(s) \); the Hurwitz (or generalized) Zeta function \( \zeta(s, a) \), and the Hurwitz-Lerch Zeta function \( \Phi(z, s, a) \) as well as its various interesting extensions and generalizations, than those that we have considered in this article, deserve to be investigated further.
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