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THE ASSOCIATED SCHUR COMPLEMENTS OF M = {

Q
oW

Hongxing Wang and Xiaoji Liu

Abstract
Let S1 = A— BD'C and S2 = D — CA' B be the associated Schur comple-
ments of M = [ é g ] In this paper, we derive necessary and sufficient

conditions for S; = 0 imply S2 = 0 by using generalized inverses of matrices
and singular value decompositions.

1 Introduction

Let A € C*" B e C™*4,C € CY*™ and D € CP*?. Consider the matrix

A B
M = [ 4 D] W
and let
Sy =A—BD'C and Sy =D —CA'B (2)

be the associated Schur complements.

In [2], the following problem was given:

Problem 1: Let M be the matrix in (1) with Schur complements (2). When
does S; =0 imply So =07

In this paper, we derive necessary and sufficient conditions for S; = 0 imply
S5 = 0 by using generalized inverses of matrices and singular value decomposition.

2010 Mathematics Subject Classifications. Primary 15A09; Secondary 15A03; 15A24.

Key words and Phrases. Moore-Penrose generalized inverse, singular value decomposition,
associated Schur complements, matrix equations.

Received: May 21, 2010

Communicated by J. J. Koliha

We are grateful for the financial support from the Excellent Young Talents Foundation in Uni-
versities of Anhui Province (2009SQRZ163ZD) and Ministry of Education Science and Technology
key project(210164).



156 Hongxing Wang and Xiaoji Liu

t
00 X1 X2 | X , . .
Lemma 1. Let { 0 I } { Xo1  Xon = 0 with appropriate sizes, then:

X12 =0 and X22 =0.
v v 1 1

s 11 X2 || X Xie | 0 0 X1 X2 |

Proof. Substituting [ 5521 )?22 Xo; Xon into 01 Xor Xon =

0 leads to the equivalences )?21 =0 and )?22 =0.
~ ~ T ~ ~ +
Xu )/{12 ] = [ X X ] we drive

Because X X = ~ =
X21 X22 X21 X22 0 0
X X | _ | X O
Xo1 X Xor 0|7

i.e., X12 =0 and X22 = 0. O
Lemma 2. Let A,B,C,D,M, Siand Sy be the same as in Problem 1. Suppose

S1 =0 and So =0. Then
(BD'C)' = DB (3)

Proof. Let the singular value decomposition (SVD)[3] of A, B,C and D be

" % % 0 r " N by 0 s
UAAVA:[ OA 0} T’UBBVB:[ OB O] m-—s’
r n—r s q—s )
* * EC' 0 t * . ED 0 k
o= [ 8], psoni =[5 8] 5,
k q—k

t n—t
in which ¥ 4,3 p,Y¢ and X p are positive diagonal matrices, and U, Up,Uc, Up,
Va,VB, Ve and Vp are unitary matrices with appropriate sizes.

Substituting (4) into S; = 0 leads to

. Y4 0 . g 0 L 2Rt o0 . e 0
UBUA[OA O}VAVC:{OB O}VBVD{ é) O}UDUC[OC 0},
« > 0 N A 0 s
UBUA |: OA O :| VAVC = |: 0 O :| m—s 9 (5>
t n—t
and
i -1 -\ 1

(UBUA |: OA 0 :| VAVC) = VCVA |: ()4 0 :| UAUB = (Ag ‘| (6)
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Substituting (4) into Sy = 0 leads to

. ¥p 0 . e 0 L2t o ) Y 0
UCUD{ OD O}VDVB:[ OC O]VCVA[ ()4 O}UAUB[ OB O].(?)

Then from (4)-(7),

ctpBt
2t 0], Yp 0 2 0],
502 0 L2 0], S 01 25" 07 ,..
_VC_ 0 OHO O}VCVA[ 0o oYU o o 0o o]|Us
LJIo 23t 0], I 017,.
[T 07T A 01T 0],
_Vc_o OHO OHO O}UB
-1
VAVl { 264 8 ] ULUUS
— At (8)
Applying (8) and S; = A — CTDB' = 0 gives (3). O

Lemma 3. [6] Let A € C™*™, B € C"*P and C' € CP* be given, and let M = ABC
if R(B) C R(A) and R(B*) C R(C), then

B

r(M'—CiBTAT) = [ BCC

} [ B AAB]—2r(B).
In particular,
(ABC)" = CcTBf At
if and only if
R(A*AB) C R(B) and R((BCC*)") C R(B*).

Lemma 4. Let B,C and D be the same as in Problem 1. Then the equalities
(I-CCY)D =0, D(I—B'B)=0 and (3) holds if and only if

D

T[B]:r(B),T[C D ]=r(C) and T[DB*B

D ]+r[D CC*D | =2r(D)

9)

Proof. It is well know that the equalities (I - CC’T) D =0and D (I — BTB) =0
holds if and only if

R(D*)C R(B*) and R(D)C R(C) (10)
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if and only if

r[g}:r(B) and r[ C D |=r(0), (11)
and the equalities R (D*) C R (B') and R (D) C R ((C)") holds if and only if
R(D*) C R(B*) and R(D)C R(C) (12)
and
Df t p*BDI t
0=r| piges |Tr[ DY B*BD' ] —2r (DY)
[ D* * * *
=r D*Cc*]Jrr[D B*BD* | —2r (D)
C *
=r DB*B:|—|—’I“[D CC*D | —2r (D). (13)

Applying Lemma 3 and (10-13) to (9) gives (I — CC') D =0, D (I — B'B) =0
and (3) holds if and only if

B Df
r_ D | =r(B),r[ C D] r(C’)andr[ Dt :|+7’[ Dt B*BD' | =
2r (DY)
holds if and only if
B D «
r_D_:r(B),r[C' D]:r(C)andr[DB*B}-&-T[D C’C’D}:
2r (D).

2 Main Result

Theorem 1. Let A,B,C, D, M,S; and Sy be the same as in Problem 1. Suppose
S1=0. Then the following conditions are equivalent:

1) S2 = O,’
2) (I—CCY)D=0,D(I - B'B) =0 and (BD'C)" = C'DB';

3)7"13;

2r (D).

Proof. Suppose So =0, i.e., D = CA'B.
Multiply D = CA'B from the left-hand (right-hand) side in CCT (B'B), then

=r(B),r| C D]T(C)andr{ }Jrr[D CC*D | =

D
DB*B

cctpBtB=cctcA'BB'B
=CA'B
=D. (14)



The Associated Schur Complements of M ... 159

Then
D(I—-B'B) =0, (15)
and
(I-cchyD=o. (16)
Applying (15), (16) and Lemma 2 gives 2).
—1 o o
Conversely, denote VzV7} [ 2(1)7 8 } UpUc = [ ﬁDm g;j ] ;_ ‘o then
s q—s
* ED 0 * * 22)1 0 * *
b bnl
=] & =7 (17)
D31 Do

Applying (11) and (12) gives the equivalences
Xp 0 [0 0 oo f Y e
(ol ][} 4] <[4 8]0 mmo

0 0 ISy 0], oo
{0 IB]VBVD[ 0 O}UDUC[O 0]
~ ~ T
0 0 D D
= = = : 18
[OIB] [Dzl ngl 18)
Substituting Lemma 1 into (18) leads to the equivalences

Dy =0, Dyy = 0.

Similarly, we can show

D1 = 0.
Then:
LB 0. D Dy D 0
] I L e I O B

Substituting (5) and (19) into (7) gives

£ 8][4 8]
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Substituting (4) into (BDTC’)T and CTDBT leads to

(BDIC)' = (UB [ EOB

and

250 07,5 Yp 0 L2 0],
CTDBf = V[ S O}UCUD{ oD O]VDVB[ G O]UB. (22)

Applying (21), (22) and (BDTC)Jr — CTDB' = 0 gives
Sp o vove [ T8 0] gep [ B 0N _[ 5 0
0 sVo | g o |[Uple| o 0 0
Yp 0 L2500
<7 o e TG

~ T ~
(EBDEC) 0| [xz'Dixg o
0 0 0 0

ie.,
179iv—1 _ T
SolDiyg (ZCDEB) . (23)

Substituting (4), (19) and (20) into Sy = D — C AT B leads to

UL S,V
. ) Ye¢ 0 > o], .

:UCUD[ oD ]VDVB [00 O}VVA[ 4 O]UAUB{ oB 0}

[ Dt o Yo zB o

“1L o o0 0

[ Dt —scAtss 0
= [ 0 0 (24)

Substituting (20) and (23) into (24) gives

~ ~ ~ ~ T
Dt - e Aty = D — 5¢ (zszc) S =0
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and
ULS, Vi =0
i.e., SQ = 0.
The equivalence of 2) and 3) is based on Lemma 4. O
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